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XI. Exchange Theory and
Rational Choice Theory

46
Social Behavior
as Exchange

George C. Homans

George C. Homans (1910-1989), a Boston
Brahmin, was one of the key figures associated
with the development of modern exchange the-
ory, which he intended as an alternative to the
grand sociological theorizing of his Harvard
colleague, Talcott Parsons. Homans argues
that sociological theory ought to be grounded
in neoclassical economic theory and in behav-
iorist psychology, associated with figures such
as B. E. Skinner. As such he advocates a form of
psychological reductionism. In this essay,
published in 1958, Homans sketches an ouii-
line of an exchange paradigm, which in its
most elementary form seeks to explain social
behavior in terms of costs and rewards. He sees
social exchange as offering sociology a set of
general propositions that, in explaining hu-
man behavior, constitute an essential starting
point for examining issues related to social
Structure. ’

The Problems of
Small-Group Research

’I;ﬁs essay will hope to honor the memory
of George Simmel in two different ways. So
far as it pretends to be suggestive rather than

conclusive, its tone will be Simmel’s; and its
subject, too, will be one of his. Because
Simmel, in essays such as those on sociabil-
ity, games, coquetry, and conversation, was
an analyst of elementary social behavior, we
call him an ancestor of what is known today
as small-group research. For what we are re-
ally studying in small groups is elementary
social behavior: what happens when two or
three persons are in a position to influence
one another, the sort of thing of which those
massive structures called “classes,” “firms,”
“communities,” and “societies” must ulti-
mately be composed.

As T survey small-group research today, I
feel that, apart from just keeping on with it,
three sorts of things need to be done. The
first is to show the relation between the re-
sults of experimental work done under labo-
ratory conditions and the results of guasi-an-
thropological field research on what those of
us who do it are pleased to call “real-life”
groups in industry and elsewhere. If the ex-
perimental work has anything to do with real
life—and I am persuaded that it has every-
thing to do—its propositions cannot be in-
consistent with those discovered through
the field work. But the consistency has not
yet been demonstrated in any systematic
way.

The second job is to pull together in some
set of general propositions the actual results
from the laboratory and from the field, of
work on small groups—propositions that at
least sum up, to an approximation, what
happens in elementary social behavior, even
though we may not be able to explain why
the propositions should take the form they
do. A great amount of work has been done,
and more appears every day, but what it all
amounts to in the shape of a set of proposi-
tions from which, under specified condi-
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tions, many of the observational results
might be derived, is not at all clear—and yet
to state such a set is the first aim of science.

The third job is to begin to show how the
propositions that empirically hold good in
small groups may be derived from some set
of still more general propositions. “Still
more general” means only that empirical
propositions other than ours may also be de-
rived from the set. This derivation would
constitute the explanatory stage in the sci-
ence of elementary social behavior, for ex-
planation is derivation.! (I myself suspect
that the more general set will turn out to con-
tain the propositions of behavioral psychol-
ogy. I hold myself to be an “ultimate psycho-
logical reductionist,” but I cannot know that
I am right so long as the reduction has not
been carried out.)

I have come to think that all three of these
jobs would be furthered by our adopting the
view that interaction between persons is an
exchange of goods, material and non-mate-
rial. This is one of the oldest theories of so-
cial behavior, and one that we still use every
day to interpret our own behavior, as when
we say, “I found so-and-so rewarding”; or “I
got a great deal out of him”; or, even, “Talking
with him took a great deal out of me.” But,
perhaps just because it is so obvious, this
view has been much neglected by social sci-
entists. So far as I know, the only theoretical
work that makes explicit use of it is Marcel
Mauss’s Essai sur le don, published in 1925,
which is ancient as social science goes.? It
may be that the tradition of neglect is now
changing and that, for instance, the psychol-
ogists who interpret behavior in terms of
transactions may be coming back to some-
thing of the sort I have in mind.?

An incidental advantage of an exchange
theory is that it might bring sociology closer
to economics—that science of man most ad-
vanced, most capable of application, and, in-
tellectually, most isolated. Economics stud-
ies exchange carried out under special
circumstances and with a most useful built-
in numerical measure of value. What are the
laws of the general phenomenon of which
economic behavior is one class?

In what follows I shall suggest some rea-
sons for the usefulness of a theory of social

behavior as exchange and suggest the nature
of the propositions such a theory might con-
tain.

An Exchange Paradigm

I start with the link to behavioral psychol-
ogy and the kind of statement it makes about
the behavior of an experimental animal such
as the pigeon.* As a pigeon explores its cage
in the laboratory, it happens to peck a target,
whereupon the psychologist feeds it corn.
The evidence is that it will peck the target
again; it has learned the behavior, or, as my
friend Skinner says, the behavior has been
reinforced, and the pigeon has undergone
operant conditioning. This kind of psycholo-
gist is not interested in how the behavior was
learned: “learning theory” is a poor name for
his field. Instead, he is interested in what de-
termines changes in the rate of emission of
learned behavior, whether pecks at a target
or something else.

The more hungry the pigeon, the less corn
or other food it has gotten in the recent past,
the more often it will peck. By the same
token, if the behavior is often reinforced, if
the pigeon is given much corn every time it
pecks, the rate of emission will fall off as the
pigeon gets satiated. If, on the other hand,
the behavior is not reinforced at all, then,
too, its rate of emission will tend to fall off,
though a long time may pass before it stops
altogether, before it is extinguished. In the
emission of many kinds of behavior the pi-
geon incurs aversive stimulation, or what I
shall call “cost” for short, and this, too, will
lead in time to a decrease in the emission
rate. Fatigue is an example of a “cost.” Ex-
tinction, satiation, and cost, by decreasing
the rate of emission of a particular kind of
behavior, render more probable the emis-
sion of some other kind of behavior, includ-
ing doing nothing. T shall only add that even
a hard-boiled psychologist puts “emotional”
behavior, as well as such things as pecking,
among the unconditioned responses that
may be reinforced in operant conditioning.
As a statement of the propositions of behav-
ioral psychology, the foregoing is, of course,
inadequate for any purpose except my pres-
ent one.



We may look on the pigeon as engaged in
an exchange—pecks for corn—with the psy-
chologist, but let us not dwell upon that, for
the behavior of the pigeon hardly determines
the behavior of the psychologist at all. Let us
turn to a situation where the exchange is
real, that is, where the determination is mu-
tual. Suppose we are dealing with two men.
Each is emitting behavior reinforced to
some degree by the behavior of the other.
How it was in the past that each learned the
behavior he emits and how he learned to find
the other’s behavior reinforcing we are not
concerned with. It is enough that each does
find the other’s behavior reinforcing, and I
shall call the reinforcers—the equivalent of
the pigeon’s corn—values, for this, 1 think, is
what we mean by this term. As he emits be-
havior, each man may incur costs, and each
man has more than one course of behavior
open to him.

This seems to me the paradigm of elemen-
tary social behavior, and the problem of the
elementary sociologist is to state proposi-
tions relating the variations in the values and
costs of each man to his frequency distribu-
tion of behavior among alternatives, where
the values (in the mathematical sense) taken
by these variables for one man determine in
part their values for the other.’

I see no reason to believe that the proposi-
tions of behavioral psychology do not apply
to this situation, though the complexity of
their implications in the concrete case may
be great indeed. Tn particular, we must sup-
pose that, with men as with pigeons, an in-
crease in extinction, satiation, or aversive
stimulation of any one kind of behavior will
increase the probability of emission of some
other kind. The problem is not, as it is often
stated, merely, what a man’s values are, what
he has learned in the past to find reinforce-
ment but how much of any one value his be-
havior is getting him now. The more he gets,
the less valuable any further unit of that
value is to him, and the less often he will emit
behavior reinforced by it.

The Influence Process

We do not, I think, possess the kind of
studies of two-person interaction that would
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either bear out these propositions or fail to
do so. But we do have studies of larger num-
bers of persons that suggest that they may
apply, notably the studies by Festinger,
Schachter, Back, and their associates on the
dynamics of influence. One of the variables
they work with they call cohesiveness, de-
fined as anything that attracts people to take
part in a group. Cohesiveness is a value vari-
able; it refers 1o the degree of reinforcement
people find in the activities of the group.
Festinger and his colleagues consider two
kinds of reinforcing activity: the symbolic
behavior we call “social approval” (senti-
ment) and activity valuable in other ways,
such as doing something interesting.

The other variable they work with they
call communication and others call interac-
tion. This is a frequency variable: it is a mea-
sure of the frequency of emission of valuable
and costly verbal behavior. We must bear in
mind that, in general, the one kind of vari-
able is a function of the other.

Festinger and his co-workers show that
the more cohesive a group is, that is, the
more valuable the sentiment or activity the
members exchange with one another, the
greater the average frequency of interaction
of the members.¢ With men, as with pigeons,
the greater the reinforcement, the more
often is the reinforced behavior emitted. The
more cohesive a group, too, the greater the
change that members can produce in the be-
havior of other members in the direction of
rendering these activities more valuable.”
That is, the more valuable the activities that
members get, the more valuable those that
they must give. For if a person is emitting be-
havior of a certain kind, and other people do
not find it particularly rewarding, these oth-
ers will suffer their own production of senti-
ment and activity, in time, to fall off. But per-
haps the first person has found their
sentiment and activity rewarding, and, if he
is to keep on getting them, he must make his
own behavior more valuable to the others. In
short, the propositions of behavioral psy-
chology imply a tendency toward a certain
proportionality between the value to others
of the behavior a man gives them and the
value to him of the behavior they give him .8
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Schachter also studied the behavior of
members of a group toward two kinds of
other members, “conformers” and “devi-
ates.” I assume that conformers are people
whose activity the other members find valu-
able. For conformity is behavior that coin-
cides to a degree with some group standard
or norm, and the only meaning I can assign
to norm is “a verbal description of behavior
that many members find it valuable for the
actual behavior of themselves and others to
conform to.” By the same token, a deviate isa
member whose behavior is not particularly
valuable. Now Schachter shows that, as the
members of a group come to see another
member as a deviate, their interaction with
him—communication addressed to getting
him to change his behavior—goes up, the
faster the more cohesive the group. The
members need not talk to the other conform-
ers so much; they are relatively satiated by
the conformers’ behavior: they have gotten
what they want out of them. But if the devi-
ate, by failing to change his behavior, fails to
reinforce the members, they start to with-
hold social approval from him: the deviate
gets low sociometric choice at the end of the
experiment. And in the most cohesive
groups—those Schachter calls “high cohe-
sive-relevant”—interaction with the deviate
also falls off in the end and is lowest among
those members that rejected him most
strongly, as if they had given him up as a bad
job. But how plonking can we get? These
findings are utterly in line with everyday ex-
perience,

Practical Equilibrium

At the beginning of this paper I suggested
that one of the tasks of small-group research
was to show the relation between the results
of experimental work done under laboratory
conditions and the results of field research
on real-life small groups. Now the latter
often appear to be in practical equilibrium,
and by this I mean nothing fancy. I do not
mean that all real-life groups are in equilib-
rium. I certainly do not mean that all groups
must tend to equilibrium. I do not mean that
groups have built-in antidotes to change:
there is no homeostasis here. I do not mean

that-we assume equilibrium. I mean only
that we sometimes observe it, that for the
time we are with a group—and it is often
short—there is no great change in the values
of the variables we choose to measure. If, for
instance, person A is interacting with B more
than with C both at the beginning and at the
end of the study, then at least by this crude
measure the group is in equilibrium.

Many of the Festinger-Schachter studies
are experimental, and their propositions
about the process of influence seem to me to
imply the kind of proposition that empiri-
cally holds good of real-life groups in practi-
cal equilibrium. For instance, Festingeret al.
find that, the more cohesive a group is, the
greater the change that members can pro-
duce in the behavior of other members. If the
influence is exerted in the direction of con-
formity to group norms, then, when the pro-
cess of influence has accomplished all the
change of which it is capable, the proposi-
tion should hold good that, the more cohe-
sive a group is, the larger the number of
members that conform to its norms. And it
does hold good.1°

Again, Schachter found, in the experi-
ment I summarized above, that in the most
cohesive groups and at the end, when the ef-
fort to influence the deviate had faited, mem-
bers interacted little with the deviate and
gave him little in the way of sociomeétric
choice. Now two of the propositions that
hold good most often of real-life groups in
practical equilibrium are precisely that the
more closely a member’s activity conforms
to the norms the more interaction he re-
ceives from other members and the more lik-
ing choices he gets from them too. From
these main propositions a number of others
may be derived that also hold good.!!

Yet we must ever remember that the truth
of the proposition linking conformity to lik-
ing may on occasion be masked by the truth
of other propositions. If, for instance, the
man that conforms to the norms most
closely also exerts some authority over the
group, this may render liking for him some-
what less than it might otherwise have
been.12

Be that as it may, I suggest that the labora-
tory experiments on influence imply propo-



sitions about the behavior of members of
small groups, when the process of influence
has worked itself out, that are identical with
propositions that hold good of real-life
groups in equilibrium. This is hardly sur-
prising if all we mean by equilibrium is that
all the change of which the system is, under
present conditions, capable has been ef-
fected, so that no further change occurs. Nor
would this be the first time that statics has
turned out to be a special case of dynamics.

Profit and Social Control

Though I have treated equilibrium as an
observed fact, it is a fact that cries for expla-
nation. I shall not, as structural-functional
sociologists do, use an assumed equilibrium
as a means of explaining or trying to explain,
why the other features of a social system
should be what they are. Rather, T shall take
practical equilibrium as something that is it-
self to be explained by the other features of
the system.

If every member of a group emits at the
end of, and during, a period of time much the
same kinds of behavior and in much the
same frequencies as he did at the beginning,
the group is for that period in equilibrium.
Let us then ask why any one member’s be-
havior should persist. Suppose he is emitting
behavior of value Aj. Why does he not let his
behavior get worse (less valuable or reinforc-
ing to the others) until it stands at A1 — AA?
True, the sentiments expressed by others to-
ward him are apt to decline in value (become
less reinforcing to himj}, so that what he gets
from them may be S1 — AS. But it is conceiv-
able that, since most activity carries cost, a
decline in the value of what he emits will
mean a reduction in cost to him that more
than offsets his losses in sentiment. Where,
then, does he stabilize his behavior? This is
the problem of social control.1?

Mankind has always assumed that a per-
son stabilizes his behavior, at least in the
short run, at the point where he is doing the
best he can for himself under the circum-
stances, though his best may not be a “ratio-
nal” best, and what he can do may not be at
all easy to specify, except that he is not apt to
think like one of the theoretical antagonists
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in the Theory of Games. Before a sociologist
rejects this answer out of hand for its Horrid
profit-seeking implications, he will do well
to ask himself if he can offer any other an-
swer to the question posed. I think he will
find that he cannot. Yet experiments de-
signed to test the truth of the answer are ex-
traordinarily rare.

Ishall review one that seems to me to pro-
vide a little support for the theory, though it
was not meant to do so. The experiment is re-
ported by H. B. Gerard, a member of the
Festinger-Schachter team, under the title
“The Ancharage of Opinions in Face-to-Face
Groups.”'* The experimenter formed artifi-
cial groups whose members met to discuss a
case in industrial relations and to express
their opinions about its probable outcome.
The groups were of two kinds: high-attrac-
tion groups, whose members were told that
they would like one another very much, and
low-attraction groups, whose members were
told that they would not find one another
particularly likable.

At a later time the experimenter called the
members in separately, asked them again to
express their opinions on the outcome of the
case, and counted the number that had
changed their opinions to bring them into
accord with those of other members of their
groups. At the same time, a paid participant
entered into a further discussion of the case
with each member, always taking, on the
probable cutcome of the case, a position op-
posed to that taken by the bulk of the other
members of the group to which the person
belonged. The experimenter counted the
number of persons shifting toward the opin-
ion of the paid participant.

The experiment had many interesting re-
sults, from which I choose only those
summed up in Tables 46-1 and 46-2. The
three different agreement classes are made
up of people who, at the original sessions, ex-
pressed different degrees of agreement with
the opinions of other members of their
groups. And the figure 44, for instance,
means that, of all members of high-attrac-
tion groups whose initial opinions were
strongly in disagreement with those of other
members, 44 per cent shifted their opinion
later toward that of others.
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Table 46-1

Percentage of Subjects Changing Toward
Someone in the Group

Mild Strong
Agree- Disagree-  Disagree-
ment ment ment
High Attraction. . .. 0 12 44
Low Attraction. . .. 0 15 9
Table 46-2
Percentage of Subjects Changing Toward
the Paid Participant
Mild Strong
Agree- Disagree-  Disagree-
ment ment ment
High Aftraction. . .. 7 13 25
Low Aftraction. . . . 20 38 8

In these results the experimenter seems to
have been interested only in the differences
in the sums of the rows, which show that
there is more shifting toward the group, and
less shifting toward the paid participant, in
the high-attraction than in the low-attrac-
tion condition. This is in line with a proposi-
tion suggested earlier. If you think that the
members of a group can give you much—in
this case, liking-—you are apt to give them
much—in this case, a change to an opinion
in accordance with their views—or you will
not get the liking. And, by the same token, if
the group can give you little of value, you will
not be ready to give it much of value. Indeed,
you may change your opinion so as to depart
from agreement even further, to move, that
is, toward the view held by the paid partici-
pant.

So far so good, but, when I first scanned
these tables, I was less struck by the differ-
ence between them than by their similarity.
The same classes of people in both tables
showed much the same relative propensities
to change their opinions, no matter whether
the change was toward the group or toward
the paid participant. We see, for instance,
that those who change least are the high-at-
traction, agreement people and the low-at-
traction, strong-disagreement ones. And
those who change most are the high-attrac-

tion, strong-disagreement people and the
low-attraction, mild-disagreement ones.

How am I to interpret these particular re-
sults? Since the experimenter did not discuss
them, I am free to offer my own explanation.
The behavior emitted by the subjects is opin-
ion and changes in opinion. For this behav-
ior they have learned to expect two possible
kinds of reinforcement. Agreement with the
group gets the subject favorable sentiment
(acceptance) from it, and the experiment
was designed to give this reinforcement a
higher value in the high-attraction condition
than in the low-attraction one. The second
kind of possible reinforcement is what I shall
call the “maintenance of one’s personal in-
tegrity,” which a subject gets by sticking to
his own opinion in the face of disagreement
with the group. The experimenter does not
mention this reward, but I cannot make
sense of the results without something much
like it. In different degrees for different sub-
jects, depending on their initial positions,
these rewards are in competition with one
another: they are alternatives. They are not
absolutely scarce goods, but some persons
cannot get both at once.

Since the rewards are alternatives, let me
introduce a familiar assumption from eco-
nomics—that the cost of a particular course
of action is the equivalent of the foregone
value of an alternative!* —and then add the
definition: Profit = Reward - Cost.

Now consider the persons in the corre-
sponding cells of the two tables. The behav-
ior of the high-attraction, agreement people
gets them much in the way of acceptance by
the group, and for it they must give up little
in the way of personal integrity, for their
views are from the start in accord with those
of the group. Their profit is high, and they
are not prone to change their behavior. The
low-attraction, sirong-disagreement people
are getting much in integrity and they are
not giving up for it much in valuable accep-
tance, for they are members of low-attrac-
tion groups. Reward less cost is high for
them, too, and they change little. The high-
attraction, strong-disagreement people are
getting much in the way of integrity, but their
costs in doing so are high, too, for theyare in
high-attraction groups and thus foregoing



much valuable acceptance by the group.
Their profit is low, and they are very apt to
change, either toward the group or toward
the paid participant, from whom they think,
perhaps, they will get some acceptance while
maintaining some integrity. The low-attrac-
tion, mild-disagreement people do not get
much in the way of integrity, for they are only
in mild disagreement with the group, but
neither are they giving up much in accep-
tance, for they are members of low-attrac-
tion groups. Their rewards are low; their
costs are low too, and. their profit—the dif-
ference between the two—is also low. In
‘their low profit they resemble the high-at-
traction, strong-disagreement people, and,
like them, they are profie to change their
opinions, in this case, more toward the paid
participant. The subjects in the other two
cells, who have medium profits, display me-
dium propensities to change.

If we define profit as reward less cost, and
if cost is value foregone, I suggest that we
have here some evidence for the proposition
that change in behavior is greatest when per-
ceived profit is least. This constitutes no di-
rect demonstration that change in behavior
is least when profit is greatest, but if, when-
ever a man's behavior brought him a balance
of reward and cost, he changed his behavior
away from what got him, under-the circum-
stances, the less proflt there might well
come a time when his behavior would not
change further. That is, his behavior would
be stabilized, at least for the time being. And,
so far as this were true for every member of a
group, the group would have a social organi-
zation in equilibrium.

Ido not say that a member would stabilize
his behavior at the point of greatest conceiv-
able profit to himself, bécause his profit is
partly at the mercy of the behavior of others.
It is a commonplace that the short-run pur-
suit of profit by several persons often lands
them in positions where all are worse off
than they might conceivably be. I do not say
that the paths of behavioral change in which
a member pursues his profit under the con-
dition that others are pursuing theirs toc are
easy to describe or predict; and we can
readily conceive that in jockeying for posi-
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tion they might never arrive at any equilib-
rium at all.

Distributive Justice

Yet practical equilibrium is often ob-
served, and thus some further condition may
make its attainment, under some circum-
stance, more probable than would the indi-
vidual pursuit of profit left to itself. I can
offer evidence for this further condition only
in the behavior of subgroups and not in that
of individuals. Suppose that there are two

subgroups, working close together in a fac-

tory, the job of one being somewhat different
from that of the other. And suppose that the
members of thefirst complain and say: “We
are getting the same pay as they are. We
ought to get just a couple of dollars a week
more to show that our work is more respon-
sible.” When you ask them what they mean
by “more responsible,” they say that, if they
do their work wrong, more damage can re-
sult, and so'they:are under more pressure to.
take care.!® Something like this is a common
feature of industrial behavior. It is at the
heart of disputesnot over absolute wages but
over wage differentials—indeed, at the heart
of disputes over rewards other than wages.
In what kind of proposition may we ex-
press observations like these? We may say
that wages and responsibility give status in
the group, in the sense that a man who takes
high responsibility and gets high wages is

-admired, other things equal. Then, if the

members of one group score higher on re-
sponsibility. than do the members of another,
there is a felt need on the part of the first to
score higher on pay too. There is a pressure,
which shows itself in complaints, to bring
the status factors, as I have called them, into
line with one another. If they are in line, a
condition of status covigruence is said to
exist. In this condition the workers may find
their jobs dull or irksome, but they will not
complain about the relative position of
groups.

But there may be a more illuminating way
of looking at the matter. In my example I
have considered only résponsibility and pay,
but these may be enough, for they represent
the two kinds of thing that come into the
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problem. Pay is clearly a reward: responsi-
bility may be looked on, less clearly, as a cost.
It means constraint and worry—or peace of
mind foregone. Then the proposition about
status congruence becomes this: If the costs
of the members of one group are higher than
those of another, distributive justice requires
that their rewards should be higher too. But
the thing works both ways: If the rewards are
higher, the costs should be higher too. This
last is the theory of noblesse oblige, which we
all subscribe to, though we all laugh at it,
perhaps because the noblésse often fails to
oblige. To put the matter in terms of profit:
though the rewards and costs of two persons
or the members of two groups may be differ-
ent, yet the profits of the two—the excess of
reward over cost—should tend to equality.
And more than “should.” The less-advan-
taged group will at least try to attain greater
equality, as, in the example I have used, the
first group tried to increase its profit by in-
creasing its pay.

I'have talked of distributive justice.
Clearly, this is not the only condition deter-
mining the actual distribution of rewards
and costs. At the same time, never tell me
that notions of justice are not a strong influ-
ence on behavior, though we sociologists
often neglect them. Distributive justice may
be one of the conditions of group equilib-
rium.

Exchange and Social Structure

I shall end by reviewing almost the only
study I am aware of that begins to show in
detail how a stable and differentiated social
structure in a real-life group might arise out
‘of a process of exchange between members.
This is Peter Blau's description of the behav-
ior of sixteen agents in a federal law-enforce-
ment agency.!?

The agents had the duty of investigating
firms and preparing reports on the firms'
compliance with the law. Since the reports
might lead to legal action against the firms,
the agents had to prepare them careflully, in
the proper form, and take strict account of
the many regulations that might apply. The
agents were often in doubt what they should
do, and then they were supposed to take the

question to their supervisor. This they were
reluctant to do, for they naturally-believed
that thus confessing to him their inability to
solve a problem would reflect on their com-
petence, affect the official ratings he made of
their work, and so hurt their chances for pro-
motion. So agents often asked other agents
for help and advice, and, though this was
nominally forbidden, the supervisor usually
let it pass. .

Blau ascertained the ratings the supervi-
sor made of the agents, and he also asked the
agents to rate one another. The two opinions
agreed closely. Fewer agents were regarded
as highly competent than were regarded as
of middle or low competence; competence,
or the ability to solve technical problems,
was a fairly scarce good. One or two of the
more competent agents would not give help
and advice when asked, and so received few
interactions and little liking. A man that will
not exchange, that will not give you what he
has when you need it, will not get from you
the only thing you are, in this case, able to
give him in return, your regard.

But most of the more competent agents
were willing to give help, and of them Blau
says:

A consultation can be considered an ex-
change of values: both participants gain
something, and both have to pay a price.
The questioning agent is enabled to per-
form better than he could otherwise have
done, without exposing his difficulties to
his supervisor. By asking for advice, he
implicitly pays his respect to the superior
proficiency of his colleague. This ac-
knowledgment of inferiority is the cost of
receiving assistance. The consultant
gains prestige, in return for which he is
willing to devote some time to the consul-
tation -and. permit it to -disrupt his own
work. The following remark of an agent
illustrates this: ‘I like giving advice. It's
flattering, I suppose, if you feel that oth-
ers come to-you for advice.'1®

Blau goes on to say: “All agents liked being
consulted, but the value of any one of very
many consultations became deflated for ex-
perts, and the price they paid in frequent in-
terruptions became inflated.”!? This implies
that, the more prestige an agent received, the



less was the increment of value of that pres-
tige; the more advice an agent gave, the
greater was the increment of cost of that ad-
vice, the cost lying precisely in the forgone
value of time to do his own work. Blau sug-
gests that something of the same sort was
true of an agent who went to a more compe-
tent colleague for advice: the more often he
went, the more costly to him, in feelings of
inferiority, became any further request. “The
repeated admission of his inability to solve
his own problems . . . undermined the self-
confidence of the worker and his standing in
the group.”??

The result was that the less competent
agents went 1o the more competent ones for
help less often than they might have done if
the costs of repeated admissions of inferior-
ity had been less high and that, while many
agents sought out the few highly competent
ones, no single agent sought out the latter
much. Had they done so (to look at the ex-
change from the other side), the costs to the
highly competent in interruptions to their
own work would have become exorbitant.
Yet the need of the less competent for help
was still not fully satisfied. Under these cir-
cumstances they tended to turn for help to
agents more nearly like themselves in com-
petence. Though the help they got was not
the most valuable, it was of a kind they could
themselves return on occasion. With such
agents they could exchange help and liking,
without the exchange becoming on either
side too great a confession of inferiority.

The highly competent agents tended to
enter into exchanges, that is, to interact with
many others. But, in the more equal ex-
changes I have just spoken of, less compe-
tent agents tended to pair off as partners.
That is, they interacted with a smaller num-
ber of people, but interacted often with these
few. I think T could show why pair relations
in these more equal exchanges would be
more economical for an agent than a wider
distribution of favors. But perhaps 1 have
gone far enough. The final pattern of this so-
cial structure was one in which a small num-
ber of highly competent agents exchanged
advice for prestige with a large number of
others less competent and in which the less
competent agents exchanged, in pairs and in
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trios, both help and liking on more nearly
equal terms.

Blau shows, then, that a social structure
in equilibrium might be the resuit of a pro-
cess of exchanging behavior rewarding and
costly in different degrees, in which the in-
crement of reward and cost varied with the
frequency of the behavior, that is, with the
frequency of interaction. Note that the be-
havior of the agents seems also to have satis-
fied my second condition of equilibrium: the
more competent agents took more responsi-
bility for the work, either their own or oth-
ers’, than did the less competent ones, but
they also got more for it in the way of pres-
tige. I suspect that the same kind of explana-
tion could be given for the structure of many
“informal” groups.

Summary

The current job of theory in small-group
research is to make the connection between
experimental and real-life studies, to consol-
idate the propositions that empirically hold
good in the two fields, and to show how these
propositions might be derived from a still
more general set. One way of doing this job
would be to revive and make more rigorous
the oldest of theories of social behavior—so-
cial behavior as exchange.

Some of the statements of such a theory
might be the following. Social behavior is an
exchange of goods, material goods but also
non-material ones, such as the symbols of
approval or prestige. Persons that give much
to others try to get much from them, and per-
sons that get much from others are under
pressure to give much to them. This process
of influence tends to work out at equilibrium
to a balance in the exchanges. For a person
engaged in exchange, what he gives maybe a
cost to him, just as what he gets may be a re-
ward, and his behavior changes less as
profit, that is, reward less cost, tends to a
maximum. Not only does he seek a maxi-
mum for himself, but he tries to see to it that
no one in his group makes more profit than
he does. The cost and the value of what he
gives and of what he gets vary with the quan-
tity of what he gives and gets. It is surprising
how familiar these propositions are; it is sur-
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prising, too, how propositions about the dy-
namics of exchange can begin to generate
the static thing we call “group structure”
and, in so doing, generate also some of the
propositions about group structure that stu-
dents of real-life groups have stated.

In our unguarded moments we sociolo-
gists find words like “reward” and “cost” slip-
ping into what we say. Human nature will
break in upon even our most elaborate theo-
ries. But we seldom let it have its way with us
and follow up systematically what these
words imply.2! Of all our many “approaches”
to social behavior, the one that sees it as an
economy is the most neglected, and yet it is
the one we use every moment of our lives—
except when we write sociology.
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47
Power-
Dependence

Relations
Richard M. Emerson

Early in his career, Richard Emerson (1925-
1982) sought to advance exchange theory by
developing a parsimonious theory of power/
dependence that was amenable to a quantita-
tive research program. Unlike many sociolo-
gists, he considered laboratory experiments
with humans to hold considerable potential in
developing such a program. In so doing, he ex-
tended Homans' efforts to ground social ex-
change theory in behaviorist psychology. In
this classic essay—one of the more widely cited
articles in sociology—Emerson attempts to
provide a link among the concepts of “power,”
“authority,” “legitimacy,” and “structure” by
articulating a view of power that emphasizes
its relational character. More specifically, he
sees power as predicated on “ties of mutual de-
pendence.” At its most fundamental level, this
weans that B’s power is proportionally related
to As dependency on B for particular rewards
or resources. Power is a potential that is real-
ized in social exchange. Much of Emerson’s in-
terest in this essay focuses on exchanges that
he calls “balancing operations.” These opera-
tions consist of various options that A can at-
tempt in responding to situations in which
power is unbalanced in favor of B. Moreover,
these operations constitute the core focus of
the research agenda he stakes out.

udging from the frequent occurrence of
such words as power, influence, dominance
and submission, status and authority, the im-

portance of power is widely recognized, yet
considerable confusion exists concerning
these concepts.! There is an extensive litera-
ture pertaining to power, on both theoretical
and empirical levels, and in small group? as
well as large community contexts.? Unfortu-
nately, this already large and rapidly grow-
ing body of research has not achieved the cu-
mulative character desired. Our integrated
knowledge of power does not significantly
surpass the conceptions left by Max Weber.*

This suggests that there is a place at this
moment for a systematic treatment of social
power. The underdeveloped state of this area
is further suggested by what appears, to this
author, to be a recurrent flaw in common
conceptions of social power; a flaw which
helps to block adequate theoretical develop-
ment as well as meaningful research. That
flaw is the implicit treatment of power as
though it were an attribute of a person or
group (“X is an influential person,” “Y is a
powerful group,” etc.). Given this concep-
tion, the natural research question becomes
“Who in community X are the power hold-
ers?” The project then proceeds to rank-
order persons by some criterion of power,
and this ordering is called the power-struc-
ture. This is a highly questionable represen-
tation of a “structure,” based upon a ques-
tionable assumption of generalized power.3

It is commonly observed that some person
X dominates Y, while being subservient in re-
lations with Z. Furthermore, these power re-
lations are frequently intrasensitive! Hence,
to say that “X has power” is vacant, unless we
specify “over whom.” In making these neces-
sary qualifications we force ourselves to face
up to the obvious: power is a property of the
social relation; it is not an attribute of the
actor.®

In this paper, an attempt is made to con-
struct a sample theory of the power aspects
of social relations. Attention is focused upon
characteristics of the relationship as such,
with little or no regard for particular fea-
tures of the persons or groups engaged in
such relations. Personal traits, skills or pos-
sessions (such as wealth) which might be rel-
evant in one relation are infinitely variable
across the set of possible relations, and
hence have no place in a general theory.
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The Power-Dependence Relation

While the theory presented here is an-
chored most intimately in small groups re-
search, it is meant to apply to more complex
community relations as well. In an effort to
make these conceptions potentially as
broadly applicable as possible, we shall
speak of relations among actors, where an
actor can be a person or a group. Unless oth-
erwise indicated, any relation discussed
might be a person-person, group-person or
group-group relation.

Social relations commonly entail ties of
mutual dependence between the parties. A
depends upon B if he aspires to goals or grat-
itications whose achievement is facilitated
by appropriate actions on B's part. By virtue
of mutual dependency, it is more or less im-
perative to each party that he be able to con-
trol or influence the other’s conduct. At the
same time, these ties of mutual dependence
imply that each party is in position, to some
degree, to grant or deny, facilitate or hinder,
the other’s gratification. Thus, it would ap-
pear that the power to control or influence
the other resides in control over the things he
values, which may range all the way from oil
resources to ego-support, depending upon
the relation in question. In short, power re-
sides implicitly in the others dependency.
When this is recognized, the analysis will of
necessity revolve largely around the concept
of dependence.”

Two variables appear to function jointly in
fixing the dependence of one actor upon an-
other. Since the precise nature of this joint
function is an empirical question our propo-
sition can do no more than specify the direc-
tional relationships involved:

Dependence (Dab). The dependence of ac-
tor A upon actor B is (1) directly propor-
tional to As motivational investment in
goals mediated by B, and (2} inversely
proportional to the availability of those
goals outside of the A-B relation.

In this proposition “goal” is used in the
broadest possible sense io refer to gratifica-
tions consciously sought as well as rewards
unconsciously obtained through the rela-
tionship. The “availability” of such goals
outside of the relation refers to alternative

avenues of goal-achievement, most notably
other social relations. The costs associated
with such alternatives must be included in
any assessment of dependency.® '

If the dependence of one party provides
the basis for the power of the other, that
power must be defined as a potential influ-
ence:

Power (Pab). The power of actor A over
actor B is the amount of resistance on the
part of B which can be potentially over-
come by A.

Two points must be made clear about this
definition. First, the power defined here will
not be, of necessity, observable in every in-
teractive episode between A and B, yet we
suggest that it exists nonetheless as a poten-
tial, to be explored, tested, and occasionally
employed by the participants. Pab will be
empirically manifest only if A makes some
demand, and only if this demand runs coun-
ter to B’s desires (resistance to be over-
come). Any operational definition must
make reference to change in the conduct of
B attributable to demands made by A.
Second, we define power as the “resis-
tance” which can be overcome, without re-
stricting it to any one domain of action.
Thus, if A is dependent upon B for love and
respect, B might then draw A into criminal
activity which he would normally resist. The
reader might object to this formulation, ar-
guing that special power is in fact restricted
to certain channels. If so, the reader is appar-
ently concerned with “legitimized power”
embedded in a social structure. Rather than
begin at this more evolved level, we hope to
derive legitimized power in the theory itself.
The premise we began with can now be
stated as Pab=Dba; the power of A over B is
equal to, and based upon, the dependence of
B upon A.? Recognizing the reciprocity of so-
cial relations, we can represent a power-de-
pendence relation as a pair of equations:

Pab=Dba
Pba:Dab.

Before proceeding further we should em-
phasize that these formulations have been so
worded in the hope that they will apply
across a wide range of social life. At a plance



our conception of dependence contains two
variables remarkably like supply and de-
mand (“availability” and “motivational in-
vestment,” respectively).' We prefer the
term dependency over these economic terms
because it facilitates broader application, for
all we need to do to shift these ideas from one
area of application to another is change the
motivational basis of dependency. We can
speak of the economic dependence of a
home builder upon a loan agency as varying
directly with his desire for the home, and
hence capital, and inversely with the “avail-
ability” of capital from other agencies. Simi-
larly, a child may be dependent upon another
child based upon motivation toward the
pleasures of collective play, the availability
of alternative playmates, etc. The same ge-
neric power-dependence relation is involved
in each case. The dependency side of the
equation may show itself in “friendship”
among playmates, in “filial love” between
parent and child, in “respect for treaties”
among nations. On the other side of the
equation, ] am sure no one doubts that moth-
ers, lovers, children, and nations enjoy the
power to influence their respective partners,
within the limit set by the partner’s depend-
ence upon them.

Finally, because these concepts are meant
to apply across a wide variety of social situa-
tions, operational definitions cannot be ap-
propriately presented here. Operational def-
initions provide the necessary bridge
between generalizing concepts on the one
hand, and the concrete features of a specific
research situation on the other hand. Hence,
there is no one proper operational definition
for a theoretical concept.!!

Balance and Imbalance

The notion of reciprocity in power-de-
pendency relations raises the question of
equality or inequality of power in the rela-
tion. If the power of A over B (Pab) is con-
fronted by equal opposing power of B over A,
is power then neutralized or canceled out?
We suggest that in such a balanced condi-
tion, power is in no way removed from the
relationship. A pattern of “dominance”
might not emerge in the interaction among
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these actors, but that does not imply that
power is inoperative in either or both direc-
tions. A balanced relation and an unbalanced
relation are represented respectively as fol-
lows:

Pab=Dba Pab=Dba
. vV v
Pba=Dab Pba=Dab

Consider two social relations, both of
which are balanced, but at different levels of
dependency (say Loeb and Leopold, as com-
pared with two casual friends). A moment's
thought will reveal the utility of the argu-
ment that balance does not neutralize power,
for each party, may continue to exert pro-
found control over the other. It might even be
meaningful to talk about the parties being
controlled by the relation itself.

Rather than canceling out considerations
of power, reciprocal power provides the
basis for studying three more features of
power-relations: first, a power advantage
can be defined as Pab minus Pba, which can
be either positive or negative (a power disad-
vantage);1? second, the cohesion of a rela-
tionship can be defined as the average of Dab
and Dba, though this definition can be re-
fined;'? and finally, it opens the door to the
study balancing operations as structural
changes in power-dependence relations
which tend to reduce power advantage.

Discussion of balancing tendencies
should begin with a concrete illustration. In
the unbalanced relation represented sym-
bolically above, A is the more powerful party
because B is the more dependent of the two.
Let actor B be arather “unpopular” girl, with
puritanical upbringing, who wants desper-
ately to date; and let A be a young man who
occasionally takes her out, while dating
other girls as well. (The reader can satisfy
himself about As power advantage in this il-
lustration by referring to the formulations
above.) Assume further that A “discovers”
this power advantage, and, in exploring for
the limits of his power, makes sexual ad-
vances. In this simplified illustration, these
advances should encounter resistance in B’s
puritanical values. Thus, when a power ad-
vantage is used, the weaker member will
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achieve one value at the expense of other val-
ues.,

In this illustration the tensions involved in
an unbalanced relation need not be long en-
dured. They can be reduced in either of two
ways: (1) the girl might reduce the psychic
costs involved in continuing the relation by
redefining her moral values, with appropri-
ate rationalizations and shifts in reference
group attachments; or (2) she might re-
nounce the value of dating, develop career
aspirations, etc., thus reducing As power.
Notice that the first solution does not of ne-
cessity alter the unbalanced relation. The
weaker member has sidestepped one painful
demand but she is still vulnerable to new de-
mands. By contrast, the second solution al-
ters the power relation itself, in general, it
appears that an unbalanced relation is un-
stable for it encourages the use of power
which in turn sets in motion processes which
we will call (a) cost reduction and (b) balanc-
ing operations. !4

Cost Reduction

The “cost” referred to here amounts to the
“resistance” to be overcome in our definition
of power—the cost involved for one party in
meeting the demands made by the other. The
process of cost reduction in power depend-
ence relations shows itself in many varied
forms. In the courting relation above it took
the form of alteration in moral attitudes on
the part of a girl who wanted to be popular;
in industry it is commonly seen as the impe-
tus for improved plant efficiency and tech-
nology in reducing the cost of production.
What we call the “mark of oppression” in the
character structure of members of low social
castes (the submissive and “painless” loss of
freedom) might well involve the same power
processes, as does the “internalization of pa-
rental codes” in the socialization process. In
fact, the oedipal conflict might be inter-
preted as a special case of the tensions of im-
balance in a power-dependence relation, and
cost reduction takes the form of identifica-
tion and internalization classically de-
scribed. “Identification with the aggressor”
in any context would appear to be explain-
able in terms of cost reduction.

In general, cost reduction is a process in-
volving change in values {personal, social,
economic) which reduces the pains incurred
in meeting the demands of a powerful other.
It must be emphasized, however, that these
adjustments do not necessarily alter the bal-
ance or imbalance of the relation, and, as a
result, they must be distinguished from
more fundamental balancing operations de-
scribed below. It must be recognized that
cost reducing tendencies will take place
under conditions of balance, and while this
is obvious in economic transactions, it is
equally true of other social relations, where
the “costs” involved are anchored in modifi-
able attitudes and values. The intense cohe-
sion of a lasting social relation like the
Loeb-Leopold relation mentioned above
can be attributed in part to the cost reduc-
tion processes involved in the progressive
formation of their respective personalities,
taking place in the interest of preserving the
valued relation. We suggest that cost reduc-
ing tendencies generally will function to
deepen and stabilize social relations over
and above the condition of balance.

Balancing Operations

The remainder of this paper will deal with
balancing processes which operate through
changes in the variables which define the
structure of the power-dependence relation
as such. The formal notation adopted here
suggests exactly four generic types of balanc-
ing operation. In the unbalanced relation

Pab=Dba Pab=Dba
ol vV Vv
Pba=Dab Pba=Dab

balance can be restored either by an increase in
Dab or by a decrease in Dba. If we recall that
dependence is a joint function of two vari-
ables, the following alterations will move the
relation toward a state of balance:

1. If B reduces motivational investment
in goals mediated by A;

2.If B cultivates alternative sources for
gratification of those goals;



3. If A increases motivational investment
in goals mediated by B;

4.If A is denied alternative sources for
achieving those goals.

While these four types of balancing opera-
tion are dictated by the logic of the scheme,
we suggest that each corresponds to well
known social processes. The first operation
yields balance through motivational with-
drawal by B, the weaker member. The sec-
ond involves the cultivation of alternative so-
cial relations by B. The third is based upon
“giving status” to A, and the fourth involves
coalition and group formation.

In some of these processes the role of
power is well known, while in others it seems
to have escaped notice. In discussing any one
of these balancing operations it must be re-
membered that a prediction of which one (or
what combination) of the four will take place
must rest upon analysis of conditions in-
volved in the concrete case at hand.

In the interest of simplicity and clarity, we
will illustrate each of the four generic types
of balancing operation in relations among
children in the context of play. Consider two
children equally motivated toward the plea-
sures of collective play and equally capable
of contributing to such play. These children,
A and B, form a balanced relation if we as-
sume further that each has the other as his
only playmate, and the give-and-take of their
interactions might well be imagined, involv-
ing the emergence of such equalitarian rules
as “taking turns,” etc. Suppose now that a
third child, C, moves into the neighborhood
and makes the acquaintance of A, but not B.
The A-B relation will be thrown out of bal-
ance by virtue of As decreased dependence
upon B. The reader should convince himself
of this fact by referring back to the proposi-
tion on dependence. Without any of these
parties necessarily “understanding” what is
going on, we would predict that A would
slowly come to dominate B in the pattern of
their interactions. On more frequent occa-
sions B will find himself deprived of the plea-
sures A can offer, thus slowly coming to
sense his own dependency more acutely. By
the same token A will more frequently find B
saying “yes” instead of “no” to his proposals,
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and he will gain increased awareness of his
power over B. The growing self-images of
these children will surely reflect and perpet-
uate this pattern.

Operation Number
One: Withdrawal

We now have the powerful A making de-
mands on the dependent B. One of the pro-
cesses through which the tensions in the un-
balanced A-B relation can be reduced is
motivational withdrawal on the part of B, for
this will reduce Dba and Pab. In this illustra-
tion, child B might lose some of his interest
in collective play under the impact of frus-
trations and demands imposed by A. Such a
withdrawal from the play relation would
presumably come about if the other three
balancing operations were blocked by the
circumstances peculiar to the situation. The
same operation was illustrated above in the
case of the girl who might renounce the
value of dating. It would seem to be involved
in the dampened level of aspiration associ-
ated with the “mark of oppression” referred
to above.

In general, the denial of dependency in-
volved in this balancing operation will have
the effect of moving actors away from rela-
tions which are unbalanced to their disad-
vantage. The actor’s motivational orienta-
tions and commitments toward different
areas of activity will intimately reflect this
process.

Operation Number Two: Extension
of Power Network

Withdrawal as a balancing operation en-
tails subjective alterations in the weaker
actor. The second operation takes place
through alterations in a structure we shall
call a power network, defined as two or more
connected power-dependence relations. As
we have seen in our illustration, when the C-
Arelation is connected through A with the A-
B relation, forming a simple linear network
C-A-B, the properties of A-B are altered. In
this example, a previously balanced A-B rela-
tion is thrown out of balance, giving A a
power advantage. This points up the general
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fact that while each relationin a network will
involve interactions which appear to be in-
dependent of other relations in the network
(e.g., A and B are seen to play together in the
absence of C; C and A in the absence of B),
the internal features of one relation are
nonetheless a function of the entire network.
Any adequate conception of a “power struc-
ture” must be based upon this fact.

In this illustration the form of the network
throws both relations within it out of bal-
ance, thus stimulating one or several of the
balancing operations under discussion. If
balancing operation number two takes
place, the network will be extended by the
formation of new relationships. The ten-
sions of imbalance in the A-B and A-C rela-
tions will make B and C “ready” to form new
friendships (1) with additional children D
and E, thus lengthening a linear network, or
(2) with each other, thus “closing” the net-
work. It is important to notice that the
lengthened network balances some rela-
tions, but not the network as a whole, while
the closed network is completely balanced
under the limiting assumptions of this illus-
tration. Thus, we might offer as a corollary to
operation number two: Power networks
tend to achieve closure.!5

If the reader is dissatisfied with this illus-
tration in children’s play relations, let A be
the loan agent mentioned earlier, and B, C,
. . . be home builders or others dependent
upon A for capital. This is the familiar mo-
nopoly situation with the imbalance com-
monly attributed to it. As a network, itisa set
of relations connected only at A, Just as the
children were “ready” to accept new friends,
so the community of actors B, C, . . . is ready
to receive new loan agencies. Balancing op-
eration number 2 involves in all cases the dif-
fusion of dependency into new relations ina
network. A final illustration of this principle
can be found in institutionalized form in
some kinship systems involving the ex-
tended family. In the case of Hopi, for exam-
ple, Dorothy Eggan has described at length
the diffusion of child dependency among
many “mothers,” thus draining off much of
the force of oedipal conflicts in that society. 16
We have already suggested that oedipal con-
flict may be taken as a special case of the ten-

sion of imbalance, which in this case ap-
pears to be institutionally handled in a man-
ner resembling operation number two. This
is not to be taken, however, as an assertion
that the institution evolved as a balancing
process, though this is clearly open for con-
sideration.

It is convenient at this juncture to take my
balancing operation number 4, leaving num-
ber 3 to the last.

Operation Number Four:
Coalition Formation

Let us continue with the same illustration.
When the B-C relation forms, closing the C-
A-B network in the process of balancing, we
have what appears to be a coalition of the
two weaker against the one stronger. This,
however, is not technically the case, for A is
not involved in the B-C interactions; he sim-
ply exists as an alternative playmate for both
BandC.

The proper representation of coalitions in
a triad would be (AB)-C, (AC)-B, or (BC)-A.
That is, a triadic network reduces to a coali-
tion only if two members unite as a single
actor in the process of dealing directly with
the third. The difference involved here may
be very small in behavioral terms and the
distinction may seem overly refined, but it
goes to the heart of an important conceptual
problem (the difference between a closed
“network” and a “group”), and it rests upon
the fact that two very different balancing op-
erations are involved. The C-A-B network is
balanced through the addition of a third re-
lation (C-B) in operation number two, but it
is still just a power network. In operation
number 4 it achieves balance through col-
lapsing the two-relational network into one
group-person relation with the emergence of
a “collective actor.” Operation number two
reduces the power of the stronger actor,
while number 4 increases the power of
weaker actors through collectivization. If
the rewards mediated by A are such that they
can be jointly enjoyed by B and C, then the
tensions of imbalance in the A-B and A-C re-
lations can be resolved in the (BC)-A coali-
tiomn.



In a general way, Marx was asking for bal-
ancing operation number 4 in his call to
“Workers of the world,” and the collectiviza-
tion of labor can be taken as an illustration of
this balancing tendency as an historic pro-
cess. Among the balancing operations de-
scribed here, coalition formation is the one
most commonly recognized as a power pro-
cess. However, the more general significance
of this balancing operation seems to have es-
caped notice, for the typical coalition is only
one of the many forms this same operation

-takes. For this reason the next section will
explore coalition processes further.

The Organized Group

We wish to suggest that the coalition pro-
cess is basically involved in all organized
group functioning, whether the group be
called a coalition or not. We believe this illu-
minates the role which power processes play
in the emergence and maintenance of group
structure in general.

In the typical coalition pattern, (AB)-C, A
and B constitute a collective actor in the
sense that they act as one, presenting them-
selves to their common environment as a
single unit. A coalition, as one type of group,
is characterized by the fact that (a) the com-
mon environment is an actor to be con-
trolled, and {b) its unity is historically based
upon efforts to achieve that control. Now, all
we need do to blend this type of group with
groups in general is to dehumanize the envi-
ronmental problem which the group collec-
tively encounters. Thus, instead of having
the control of actor C as its end, the group at-
tempts to control C in the interest of achiev-
ing X, some “group goal.” Now, if C also as-
pires toward X, and if C is dependent upon
the group for achieving X, C might well be
one of the group members—any member.
Thus, in a three-member group we have
three coalition structures as intra-group rela-
tions, each representable as ([AB]-C)-X, with
A, B and C interchangeable.

The situation involved here is reminiscent
of the rapidly forming and reforming coali-
tions in unconsolidated children’s play
groups. As the group consolidates, these co-
alitions do not drop out of the picture; they
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become stabilized features of group siruc-
ture, and the stabilization process is
identical with “norm formation.” In fact, the
demands made by (AB) of C in the power
process within ([AB]-C) are exactly what we
normally call group norms and role-prescrip-
tions. Such norms are properly viewed as the
“voice” of a collective actor, standing in co-
alition against the object of its demands.
This reasoning suggests an idealized concep-
tion of group structure, based upon two
types of collective demands:

(1) Role-Prescriptions. Specifications of
behavior which all group members ex-
pect (demand) of one or more but not all
members.

(2) Group Norms. Specifications of be-
havior which all group members expect
of all group members.

Certain actions, when performed by some
member or members, need not be per-
formed by all other members to properly fa-
cilitate group functioning. These will tend to
be incorporated in role-prescriptions,
which, taken together, provide a division of
labor in a role structure. Roles are defined
and enforced through a consolidation of
power in coalition formation. Likewise with
group norms. Thus, the structure of a group
(its norms and prescriptions) will specify the
makeup of the coalition a member would
face for any group-relevant act he might per-
form.

This conception of group structure is ide-
alized in the sense that it describes complete
consensus among members, even to the
point of group identification and internal-
ization of collective demands (members ex-
pect things of themselves in the above defini-
tions). Balancing operations, along with cost
reduction, should move group structure to-
ward this ideal.

Authority

It should be clear that in introducing con-
ceptions of group structure we have in no
way digressed from our discussion of power
processes, for the emergence of these struc-
tural forms is attributed directly to opera-
tion number four, closely resembling coali-
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tion formation. Even the most formalized
role-prescription is properly viewed as the
“voice” of all members standing as a coali-
tion in making its demand of the occupant of
the role. Whenever a specific member finds
occasion to remind another member of his
“proper” job in terms of such prescriptions,
he speaks with the authority of the group be-
hind him; he is “authorized” to speak for
them. In this sense, every member has au-
thority of a kind (as in civil arrest), but au-
thority is usually used to refer to power
vested in an office orrole. The situation is ba-
sically the same, however, in either case. The
occupant of such a role has simply been sin-
gled out and commissioned more explicitly
to speak for the group in the group’s dealings
with its members. That authority is limited,
power follows from logical necessity when
role-prescriptions are treated as they are
here. A dean, for example, can force faculty
member A to turn in his grades on time be-
cause the demand is “legitimate,” that is,
supported by a coalition of all other faculty
members joining with the dean in making
the demand. If that dean, however, were to
employ sanctions in an effort to induce that
member to polish the dean’s private car, the
“coalition” would immediately re-form
around the faculty member, as expressed in
role-prescriptions defining the boundary of
“legitimate power” or authority. The dean’s
authority is power contained and restricted
through balancing operation number four,
coalition formation.

The notion of legitimacy is important, for
authority is more than balanced power; it is
directed power which can be employed (legit-
imately) only in channels defined by the
norms of the group. A person holding such
authority is commissioned; he does not sim-
ply have the right to rule or govern—he is
obliged to. Thus, authority emerges as a
transformation of power in a process called
“legitimation,” and that process is one spe-
cial case of balancing operation number
four.1?

Earlier in this section we referred to the
common phenomenon of rapidly forming
and re-forming coalitions in children’s play
groups. Our reasoning suggests that it is pre-
cisely through these coalition processes that

unifying norms emerge. These fluctuating
coalitions can be taken as the prototype of
organized group life wherein the tempo of
coalition realignment is accelerated to the
point of being a blur before our eyes. Stated
more accurately, the norms and prescrip-
tions define implicitly the membership of
the coalition which would either support or
oppose any member if he were to perform
any action relevant to those norms.

Operation Number Three:
Emergence of Status

One important feature of group structure
remains to be discussed: status and status hi-
erarchies. It is interesting that the one re-
maining balancing operation provided in
this theory takes us naturally to the emer-
gence of status ordering. Operation number
three increases the weaker member’s power
to contro] the formerly more powerful mem-
ber through increasing the latter’s motiva-
tional investment in the relation. This is nor-
mally accomplished through giving him
status recognition in one or more of its many
forms, from ego-gratifications to monetary
differentials. The ego-rewards, such as pres-
tige, loom large in this process because they
are highly valued by many recipients while
given at low cost to the giver.

The discussion of status hierarchies
forces us to consider intra-group relations,
and how this can be done in a theory which
treats the group in the singular as an actor.
The answer is contained in the idealized con-
ception of group structure outlined above.
That conception implies that every intra-
group relation involves at once every mem-
ber of the group. Thus, in a group with mem-
bers A, B, C, and D, the relations A-B, A-C,
etc. do not exist. Any interactions between A
and B, for example, lie outside of the social
system in question unless one or both of
these persons “represents” the group in his
actions, as in the coalition pattern discussed
at length above. The relations which do exist
are (ABCD)-A, {ABCD)-B, (ABCD)-C and
(ABCD)-D as a minimum, plus whatever re-
lations of the (ABCD)-(AB) type may be in-
volved in the peculiar structure of the group
in question. Thus, in a group of N members



we have theoretical reason for dealing with
N group-member relations rather

N(N-1)
2

than considering all of the possible
member-member relations. Each of these
group-member relations can now be ex-
pressed in the familiar equations for a power-
dependence relation:

Pgm=Dm;g
Pmg=Dgm,.

To account for the emergence of a status hi-
erarchy within a group of N members, we
start with a set of N group-member relations
of this type and consider balancing opera-
tions in these relations.

Let us imagine a five member group and
proceed on three assumptions: (1) status in-
volves differential valuation of members (or
roles) by the group, and this valuation is
equivalent to, or an expression of, Dgm;; (2) a
member who is highly valued by the group is
highly valued in other similar groups he be-
longs to or might freely join; and (3) all five
members have the same motivational invest-
ment in the group at the outset. Assumptions
2 and 3 are empirical, and when they are true
they imply that Dgm and Dmg are inversely
related across the N group-member rela-
tions. This in turn implies a state of imbal-
ance of a very precarious nature so far as
group stability is concerned. The least de-
pendent member of a group will be the first
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to break from the group, and these members
are precisely the most valued members. It is
this situation which balancing operation
number three alleviates through “giving sta-
tus” to the highly valued members, thus
gaining the power to keep and control those
members.

These ideas are illustrated with hypotheti-
cal values in Table 47-1, with imbalance rep-
resented as power advantage (PA). Bal-
ancing operations will tend to move PA
toward zero, as shown in column 6 after the
highly valued members A and B have come
to depend upon the group for the special re-
wards of status, and in column 9 after the
least valued members D and E have with-
drawn some of their original motivational
investment in the group. The table presents
three stages in status crystallization, and the
process of crystallization is seen as a balanc-
ing process. The final stage (columns 7, 8,
and 9) should be achieved only in groups
with very low membership turnover. The
middle stage might well be perpetual in
groups with new members continually com-
ing in at the lower levels. In such “open”
groups, status striving should be a character-
istic feature and can be taken as a direct
manifestation of the tensions of imbalance.
In the final stage, such strivers have either
succeeded or withdrawn from the struggle.

Among the factors involved in status or-
dering, this theory focuses attention upon
the extreme importance of the availability
factor in dependency as a determinant of sta-

Table 47-1
Hypothetical Values Showing the Relation Between Dgm and Dmg in a Group
With Five Members

1 2 K| 4 5 6 7 8 9

Member Dgm Dmg* PAgm"  Dgm Dmg PAgm"* Dgm Dmg PAgm**
A 5 1 —4 5 5 ¢ 5 5 0
B 4 2 -2 4 4 0 4 4 0
C 3 3 0 3 3 0 3 3 0
D 2 4 2 2 4 2 2 2 0
E 1 5 4 1 5 4 1 1 0

ued in other groups as well.
“* Power Advantage PAgm=Dmg-Dgm.

* Assuming that all members have the same motivational investment in the group atthe outset,and that highly valued members (A and B) are val-
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tus position and the values employed in sta-
tus ordering. In considering Dgm (the rela-
tive value or importance the group attaches
to member roles), it is notably difficult to
rely upon a functional explanation. Is the
pitcher more highly valued than the center
fielder because he is functionally more im-
portant or because good pitchers are harder
to find? Is the physicist valued over the
plumber because of a “more important”
functional contribution to the social system,
or because physicists are more difficult to re-
place, more costly to obtain, etc.? The latter
considerations involve the availability fac-
tor. We suggest here that the values people
use in ordering roles or persons express the
dependence of the system upon those roles,
and that the availability factor in depend-
ency plays the decisive part in historically
shaping those values.!8

Conclusion

The theory put forth in this paper is in
large part contained implicitly in the ties of
mutual dependence which bind actors to-
gether in social systems. Its principal value
seems to be its ability to pull together a wide
variety of social events, ranging from the in-
ternalization of parental codes to society-
wide movements, like the collectivization of
labor, in terms of a few very simple princi-
ples. Most important, the concepts involved
are subject to operational formulation. Two
experiments testing certain propositions
discussed above led to the following results:

1. Conformity (Pgm) varies directly with
motivational investment in the group;

2. Conformity varies inversely with ac-
ceptance in alternative groups;

3. Conformity is high at both status ex-
tremes in groups with membership
turnover (see column 5, Table 47-1);

4. Highly valued members of a group are
strong conformers only if they are val-
ued by other groups as well. (This sup-
ports the notion that special status re-
wards are used to hold the highly val-
ued member who does not depend
heavily upon the group, and that in

granting him such rewards power is
obtained over him.);

5. Coalitions form among the weak to
control the strong (balancing opera-
tion number three);

6. The greatest rewards within a coali-
tion are given to the less dependent
member of the coalition (balancing
operation number three, analogous to
“status giving”).

Once the basic ideas in this theory have
been adequately validated and refined, both
theoretical and empirical work must be ex-
tended in two main directions. First, the in-
teraction process should be studied to locate
carefully the factors leading to perceived
power and dependency in self and others,
and the conditions under which power, as a
potential, will be employed in action. Sec-
ondly, and, in the long run, more important,
will be study of power networks more com-
plex than those referred to here, leading to
more adequate understanding of complex
power structures. The theory presented here
does no more than provide the basic under-
pinning to the study of complex networks.
There is every reason to believe that modern
mathematics, graph theory in particular,'?
can be fruitfully employed in the analysis of
complex networks and predicting the out-
come of power plays within such networks.
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Human Capital
and Social Capital

James S. Coleman

Iz Foundations of Social Theory (1990), a
lengthy theoretical treatise writien near the end
of a long and varied sociological career, James
S. Coleman (1926-1995) emerged as the most
important spokesperson in sociology for ratio-
nal choice theory, an orientation that has had a
major impact in economics and political sci-
ence. As with Homans' exchange theory, the
starting point for Coleman’s paradigm is the
individual; he endorses a conceptual orienta-
tion known as “methodological individual-
ism.” The two elementary concepts in Cole-
man's theory are actors and resources. In this
selection from the book, two key resources—
human capital and social capital—are de-
scribed. The former refers to the skills and
knowledge an individual possesses, while the
latter refers to social relations.

I)robably the most important and most orig-
inal development in the economics of educa-
tion in the past thirty years has been the idea
that the concept of physical capital, as em-
bodied in tools, machines, and other produc-
tive equipment, can be extended to include

human capital as well (see Schultz, 1961;"

Becker, 1964). Just as physical capital is cre-
ated by making changes in materials so as to
form tools that facilitate production, human
capital is created by changing persons so as
to give them skills and capabilities that make
them able to act in new ways.

Social capital, in turn, is created when the
relations among persons change in ways that
facilitate action. Physical capital is wholly
tangible, being embodied in observable ma-
terial form; human capital is less tangible,

being embodied in the skills and knowledge
acquired by an individual; social capital is
even less tangible, for it is embodied in the
relations among persons. Physical capital
and human capital facilitate productive ac-
tivity, and social capital does so as well. For
example, a group whose members manifest
trustworthiness and place extensive trust in
one another will be able to accomplish much
more than a comparable group lacking that
trustworthiness and trust.

The distinction between human capital
and social capital can be exhibited by a dia-
gram such as Figure 48-1, which represents
the relations of three persons (A, B, and C);
the human capital resides in the nodes, and
the social capital resides in the lines connect-
ing the nodes. Social capital and human cap-
ital are often complementary. For example,
if Bisachild and A is an adult who is a parent
of B, then for A to further the cognitive devel-
opment of B, there must be capital in both
the node and the link. There must be human
capital held by A and social capital in the re-
lation between A and B.

Figure 48-1
Three-Person Structure: Human Capital in
Nodes and Social Capital in Relations

A
®

Using the concept of social capital will un-
cover no processes that are different in fun-
damental ways from those discussed in
other chapters. This concept groups some of
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those processes together and blurs distinc-
tions between types of social relations, dis-
tinctions that are important for other pur-
poses. The value of the concept lies primarily
in the fact that it identifies certain aspects of
social structure by their function, just as the
concept “chair” identifies certain physical
objects by their function, disregarding dif-
ferences in form, appearance, and construc-
tion. The function identified by the concept
“social capital” is the value of those aspects
of social structure to actors, as resources
that can be used by the actors to realize their
interests,

By identifying this function of certain as-
pects of social structure, the concept of so-
cial capital aids in both accounting for dif-
ferent outcomes at the level of individual
actors and making the micro-to-macro tran-
sition without elaborating the social-struc-
tural details through which this occurs. For
example, characterizing the clandestine
study circles of South Korean radical stu-
dents as constituting social capital that these
students can use in their revolutionary activ-
ities is an assertion that the groups consti-
tute a resource which aids in moving the stu-
dents from individual protest to organized
revolt. If a resource that accomplishes this
task is held to be necessary in a theory of re-
volt . .. then the study circles can be grouped
with other organizational structures, of dif-
ferent origins, which have fulfilled the same
function for individuals with revolutionary
goals in other contexts, such as the comités
d'action lycéen of the French student revolt
of 1968 or the workers’ cells in czarist Russia
described and advocated by Lenin (1973
{1902]).

It is true, of course, that for other pur-
poses one wants to investigate the details of
such organizational resources, to under-
stand the elements that are critical to their
usefulness as resources for a given purpose,
and to examine how they came into being in
a particular case. But the concept of social
capital can allow showing how such re-
sources can be combined with other re-
sources to produce different system-level be-
havior or, in other cases, different outcomes
for individuals. Whether social capital will
come to be as useful a quantitative concept

in social science as are the concepts of finan-
cial capital, physical capital, and human
capital remains to be seen; its current value
lies primarily in its usefulness for qualitative
analyses of social systems and for those
quantitative analyses that employ qualita-
tive indicators.

.. . [TThe concept of social capital will be
left unanalyzed (as it was in the brief de-
scriptions given above as examples). In this
chapter, however, I will examine just what it
is about social relations that can constitute
useful capital resources for individuals.

Obligations and Expectations

... [I)f A does something for B and trusts B
to reciprocate in the future, this establishes
an expectation in A and an obligation on the
part of B to keep the trust. This obligation
can be conceived of as a “credit slip” held by
A to be redeemed by some performance by B.
If A holds a large number of these credit slips
from a number of persons with whom he has
relations, then the analogy to financial capi-
tal is direct: The credit slips constitute a
large body of credit on which A can draw if
necessary—unless, of course, the placement
of trust has been unwise, and the slips repre-
sent bad debts that will not be repaid. In
some social structures (such as, for example,
the neighborhoods discussed by Willmott
and Young, 1967) it is said that people are
“always doing things for each other.” There
are a large number of these credit slips out-
standing, often on both sides of a relation
(for these credit slips often appear to be not
fungible across different areas of activity, so
credit slips from B held by A and those from
A held by B are not fully used to cancel each
other out). . . . In other social structures
where individuals are more self-sufficient,
depending on each other less, there are fewer
of these credit slips outstanding at any time.

Two elements are critical to this form of
social capital: the level of trustworthiness of
the social environment, which means that
obligations will be repaid, and the actual ex-
tent of obligations held. Social structures
differ in both of these dimensions, and ac-
tors within a particular structure differ in
the second.
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A case which illustrates the value of trust-
worthiness is the rotating credit association
found in Southeast Asia and elsewhere.
These associations are groups of friends and
neighbors who typically meet monthly; each
person contributes the same amount of
money to a central fund, which is then given
to one of the members (through bidding or
by lot). After n months each of the n persons
has made n contributions and received one
payout. As Geertz (1962) points out, these as-
sociations serve as efficient institutions for
amassing savings for small capital expendi-
tures, an important aid to economic develop-
ment. Without a high degree of trustworthi-
ness among the members of the group, such
a credit association could not exist—for a
person who received a payout early in the se-
quence of meetings could abscond, leaving
the others with a loss. One could not imagine
such a rotating credit association operating
successfully in urban areas marked by a high
degree of social disorganization—or, in
other words, by a lack of social capital.

Another situation in which extreme trust-
worthiness facilitates actions that would not
otherwise be possible is that of heads of
state. Various accounts of the experiences of
heads of state suggest that for persons in this
position it is extremely valuable to have an
extension of one’s self, an agent one can trust
absolutely to act as one would in a given situ-
ation. Many heads of state have such a per-
son, who may not occupy a formal position
of power but may be a member of a personal
staff. The fact that these persons: are often
old friends, or cronies, rather than persons
who have distinguished thiemselves in some
political activity, is derivative from this: The
most important attribute of such a person is
that trust can be placed in him, and this re-
quirement. often dictates choosing a long-
term personal friend. Such persons often
come to have enormous power due to their

proximity to a head of state and the trust.

placed in them; and there are many recorded
accounts of the use of that power, What is of
interest here is the social capital this relation

~ provides for the head of siate, assuming that

the trust is well placed. The trusted other is
virtually an extension of self, allowing the
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head of state to expand his capacity for ac-
tion.

Still another case that illustrates the im-
portance of trustworthiness as a form of so-
cial capital is a system of mutual trust. The
extreme example of such a system is a cou-
ple, each of whom places extensive trust in
the other, whether they are deeply in love or
not. For both members of such a couple, the
relation has extraordinary psychological:

. value. Each can confide in the other, can ex-

pose inner doubts, can be completely forth-
right with the other, can raise sensitive .is-
sues—all without fear of the other’s misuse
of the trust.

Differences in social structures with re-
spect to the extent of outstanding obliga-
tions arise for a variety of reasons. These in-
clude, besides the general level of
trustworthiness that leads obligations to be
repaid, the actual needs that persons have
for help, the existence of other sources of aid
(such as government welfare services), the.
degree of affluence (which reduces the
amount of aid needed from others), cultural
differences in the tendency to lend aid and
ask for aid (see Banfield, 1967), the degree of
closure of social networks, the logistics of so-
cial contacts (see Festinger, Schachter, and
Back, 1963), and other factors. Individuals
in social structures with high levels of obli-
gations outstanding at any time, whatever
the source of those obligations, have greater
social capital on which they can draw. The
density of outstanding obligations means, in
effect, that the overall usefulness of the tan-
gible resources possessed by actors in that
social structure is amplified by their avail-
ability-to other actors when needed.

In a farming community such as . . . where
one farmer got his hay baled by another and
where farm tools are extensively borrowed
and lent, the social capital allows each
farmer to get his work done with less physi-
cal capital in the form of tools and equip-
ment. Such a social structure is analogous to
an industrial community in which bills of ex-
change (that is, debts) aré passed around,
serving as money and effectively reducing
the financial capital necessary to carry out a
given level of manufacturing activity. (See
Ashton, 1945, for a description of this in
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Lancashire in the 1790s, before a centralized
monetary system was well established in
England.)

Individual actors in a social system also
differ with respect to the extent of credit slips
on which they can draw at any time. For ex-
ample, in hierarchically structured extended
family settings, a patriarch often holds an ex-
traordinarily large set of such credit slips,
which he-can call in at any time to get done
what he wants done. Another clear example
occurs in villages in traditional settings that
are highly stratified, where certain wealthy
families, because of their wealth, have built
up extensive credits on which they can call at
any time. (It is the existence of such asym-
metries that can make some families
immune to sanctions that can be used
to regulate the actions of others in the com-
munity. . . .)

Similarly, in a political setting such as a
legislature, a legislator in a position that
brings extra resources (such as the Speaker
of the House of Representatives or the Ma-
jority Leader of the Senate in the U.S. Con-
gress) can, by effective use of those re-
sources: build up a set of credits from other
legislators so that it becomes possible for
him to get legislation passed that would oth-
erwise be defeated. This concentration of ob-
ligations constitutes social capital that is
useful not only for the powerful legislator,
but also in increasing the level of action of
the legislature. Thus those members of legis-
latures who have extensive credit slips
should be more powerful than those who do
not because they can use the credits to pro-
duce bloc voting on many issues. It is well
recognized, for example, that in the: U.S.
Senate, some senators are members of what
is called the Senate Club, and others are not.
This in effect means that.some senators are
embedded in a system of credits and debts,
and others (outside the Club) are not. It is
also well.recognized that those.in the Club
are more powerful than those outside it.

Another example showing asymmetry in
the sets of obligations and expectations is
the one ... . about the crisis in medical carein
the Umted States due to liability suits. Tradi-
tionally: physicians have. been in control of
events having literally life-and-death impor-

LA

tance {o patients, who in turn.often felt un-
able to adequately compensate them for the
extreme benefits they brought about. Part of
a physician’s payment was in the form of
gratitude, deference, and high occupational
prestige. These constituted a felt obligation
to the physician, a form of social capital
which inhibited patients dissatisfied with
the outcome of their medical treatments
from taking action against the physician.

But several factors have changed. One is
that physicians’ monopoly on medical
knowledge has been lessened by an expan-
sion of education. A second is a reduction in
the likelihood that there is a personal rela-
tion between physician and patient, since a
patient is less likely to use a family doctor or
even a general practitioner and more likely
to see specialists for particular medical
problems. A third is the high income of many
physicians, which reduces the perceived
asymmetry between service and compensa-
tion. A fourth is the increased use of liability
insurance, which transfers the financial cost
of a lawsuit from physician to insurer. The
combination of these and other factors has
reduced the social capital that protected the
physician from becoming a target when pa-
tients experienced undesirable medical out-
comes.

* %k

Why do rational actors create obliga-
tions? Although some of the variation in the

extent of outstanding obligations arises

from social changes of the sort described
above, some appears to arise from the inten-

tional creation of obligation by a person who

does something for another. For example,
Turnbull (1972), who studied the Ik, a pov-
erty-ridden tribe in Africa, describes an oc-
casion when a man arrived home to find his
neighbors; unasked, on the roof of his house
fixihg it. Despite his not wanting this aid, he
was unable to induce them to stop. In this
case and others there appears to be, not the
creation of obligations through necessity,
but a purposive creation of obligations. The
giving of gifts has been ‘interpreted in this
light (see Mauss, 1954), as have the
potlatches of the Kwakiutl tribe in the Pa-

sl



cific Northwest. In rural areas persons who
do favors for others often seem to prefer that
these favors not be repaid immediately, and
those for whom a favor is done sometimes
seem anxious to relieve themselves of the ob-
ligation.

Although the motives for freeing oneself
from obligations may be readily understood
(especially if the existence of obligations
consumes one’s attention), the motives for
creating obligations toward oneself are less
transparent. If there is a nonzero chance that
the obligation will not be repaid, it would ap-
pear that rational persons would extend
such credit only if they expect to receive
something greater in return—just as a bank
makes a loan only at sufficient interest to re-
alize a profit after allowing for risk. The
question then becomes whether there is any-
thing about social obligations to make a ra-
tional person interested in establishing and
maintaining such obligations on the part of
others toward himself.

A possible answer is this: When1do a favor
for you, this ordinarily occurs at a time when
you have a need and involves no great cost to
me. If 1 am rational and purely self-interested,
Isee that the importance to you of this favor is
sufficiently great that you will be ready to
repay me with a favor in my time of need that
will benefit me more than this favor costs
me—unless, of course, you are also in need at
that time. This does not apply when the favor
is merely the lending of money, since a unit of
money holds about the same interest to a per-
son over time.! When the favor involves ser-
vices, expenditure of time, or some other
nonfungible resource, however, or when it is
of intrinsically more value to the recipient
than to the donor (such as help with a task
that can be done by two persons but not by
one), this kind of mutually profitable ex-
change is quite possible. The profitability for
the donor depends on the recipient’s not re-
paying the favor until the donor is in need.

Thus creating obligations by doing favors
can constitute a kind of insurance policy for
which the premiums are paid in inexpensive
currency and the benefit arrives as valuable
currency. There may easily be a positive ex-
pected profit.
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There is one more point: A rational, self-in-
terested person may atiempt to prevent oth-
ers from doing favors for him or may attempt
to relieve himself of an obligation at a time he
chooses (that is, when repaying the favor
costs him little), rather than when the donor
is in need, because the call for his services
may come at an inconvenient time (when re-
paying the obligation would be costly). Thus
in principle there can be a struggle between a
person wanting to do a favor for another and
the other not wanting to have the favor done
for him or a struggle between a person at-
tempting to repay a favor and his creditor at-
tempting to prevent repayment.,

Information Potential

An important form of social capital is the
potential for information that inheres in so-
cial relations. Information is important in
providing a basis for action. But acquisition
of information is costly. The minimum it re-
quires is attention, which is always in short
supply. One means by which information
can be acquired is to use social relations that
are maintained for other purposes. Katz and
Lazarsfeld (1955) show how this operates for
women in several areas of life; forexample, a
woman who has an interest in being in style
but not at the leading edge of fashion can use
certain friends, who do stay on the leading
edge, as sources of information. As another
example, a person who is not deeply inter-
ested in current events but who is interested
in being informed about important develop-
ments can save the time required to read a
newspaper if he can get the information he
wants from a friend who pays attention to
such matters. A social scientist who is inter-
ested in being up to date on research in related
fields can make use of his everyday interac-
tions with colleagues to do so, if he can depend
on them to be up to date in their fields.

All these are examples of social relations
that constitute a form of social capital in pro-
viding information that facilitates action.
The relations in this case are valuable for the
information they provide, not for the credit
slips they provide in the form of obligations
that one holds for others’ performance.



. T R U _—-‘?\\,_ﬂji S

e . - B

322 Part Two: The Branches—Contemporary Social Theory ¢ XI. Exchange Theory and Rational Choice Theory

Norms and Eﬁ‘ective'Sanction_s

. When an effective norm does exist, it
constitutes a powerful, but sometimes’frag-
ile, form of social capital. Effective norms
that inhibit crime in a city make it possible
for women to walk freely outside at night
and for old people to leave their homes with-
outfear Normsin a community that support
and provide effective rewards for high

‘achievement in school greatly facilitate the
-schools task. A prescriptive norm that con-

stitutes an especially important form of so-
cial-capital within a collectivity is the norm
that one-should forgo self-interests to act in
the interests of the collectivity. A norm of this
sort, reinforced by social support, status,
honor, and other rewards, is the social capi-
tal which builds young nations (and which
dissipates as they grow older), strengthens
families by leading members to act selflessly
in the family’s interest, facilitates the devel-
opment of nascent social movements from a
small group of dedicated, inward-looking,
and mutually rewarding persons, and in gen-
eral leads persons to work for the public
good. In some of these cases the norms are
internalized; in others they are largely sup-
ported through external rewards for selfless
actions and disapproval for selfish actions.
But whether supported by internal or exter-
nal sanctions, norms of this sort are impor-
tant in overcoming the public-good problem
that exists in conjoint collectivities.

- As all these examples suggest, effective
norms can constitute a powerful form of so-
cial capital. This'social capital, however, like
the forms described earlier, not only. facili-
tates certain actions but also constrains oth-
ers. Strong and effective norms about young
persons”behavior in a community can keep
them from having a good time. Norms which
make it possible for women to walk alone at
night also constrain the activities of .crimi-

,nals (and possibly of sore noncriminals as

well). ‘Even prescriptive norms that:reward
certain actions;: 'such’as a norm which says
that a boy'who:is'a.good athlefe should go
out for football, are in effect directing energy
away from other activities. Efféctive norms

in an area can reduce lI'lIlOV&thCIlBSS m that

area, can constrain not only deviant actions

that harm others but also deviant actions
that can benefit everyone. (See Merton,
1968;pp. 195-203, for a discussion of how
this can come about.)

Authority Relations

If actor A has transferred rights of control
of certain actions to another actor, B, then B
has availablé social capital in the form of
those rights of control. If a number of actors
have transferred similar rights of control to
B, then B has available an extensive body of
social capital, which can be concentrated on
certain activities. Of course, this puts exten-
sive power in B's hands. What is not quite so
straightforward is that the very concentra-
tion of these rights in a single actor increases
the total social capital by overcoming (in
principle, if not always entirely in fact) the
free-rider problem experienced by individu-
als with similar interests but without a com-
mon authority. It appears, in fact, to be pre-
cisely the desire to bring into being the social

capital needed to solve common problems

that leads persons under certain circum-
stances' to vest authority in a charismatic
leader (as discussed . . . in Zablocki, 1980,
and Scholem, 1973).

Appropriable Social Organization

Voluntary organizations are brought into -
being to further some purpose of those who
initiate them. In a housing project built dur-
ing World War II in a city in the eastern
United States, there were many physical
problems caused by poor construction, such
as’ faulty plumbing, crumbling sidewalks,
and other defects (Merton, n.d.). Residents
organized to confront the builders and to ad-

.dress these problems in other ways. Later,

when the problems were solved, the resi-
dents’ organization remained active and
constituted available. soc1al :capital which
improved the quality-of life in the project.
Residents had available to-them' resources

-that were seen as unavailable where they had
lived before. (For example, despl te the fact

that there were fewer teenagers in the com-
munity, residents were more likely to express
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satisfaction concerning the availability of
babysitters.)’

Members of the New York Typographical
Union who were monotype operators formed
a social club called the Monotype Club
(Lipset, Trow, and Coleman, 1956). Later, as
employers looked for monotype operators
and as monotype operators looked for jobs,
both found this organization to be an effec-
tive employment referral service and utilized
it for this purpose. Still later, when the Pro-
gressive Party came into power in the New
York Typographical Union, the Monotype
Club served as an organizational resource for
the ousted Independent Party. The Monotype
Club subsequently served as an important
source of social capital for the Independents,
sustaining their party as an organized opposi-
tion while they were out of office.

In an example used earlier in this chapter,
the ‘study circles of South Korean student
radicals were described as being groups of
students who came from the same high
school or hometown or church. In this case
also, organization that was initiated for one
purpose is appropriable. for other purposes,
constituting important social capital for the
individuals who have available to them the
organizational resources.

These examples illustrate the general point
that organization brought into existence for
one set of purposes can also aid others, thus

constituting social capital that is available for

use.? It miay be that this form of social capital
can be dissolved, with nothing left over, into
elements that are discussed under other
headings in this section, that is, obligations
and expectations, information potential,
norms,.and authority relations. If so, listing
this form of social capital is redundant. But
the phenomenon of social organization being
appropriated as existing social capital for
new purposes is such a pervasive one that
separate mention appears warranted.

Intentional Organization

A major use of the concept of social capi-
tal depends on its being a by-product of ac+
tivities ‘engaged in for other purposes. . . .
[T]here is often little or no direct investment
in social capital. There are, however, forms
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of social capital which are the direct result of
investment by actors who have the aim of re-
ceiving a return on their investment.

The most prominent example is a busi-
ness organization created by the owners of
financial capital for the purpose of earning
income for them. These organizations ordi-
narily take the form of authority structures
composed of positions connected by obliga-
tions and expectations and occupied by per-
sons. . .. Increating such an organization, an
entrepreneur or capitalist transforms finan-
cial capital into physical capital in the form
of buildings and tools, social capital in the
form of the organization of positions, and
human capital in the form of persons occu-
pying positions. Like the other forms of capi-
tal, social capital requires investment in the
designing of the structure of obligations and
expectations, responsibility and authority,
and norms (or rules) and sanctions which
will bring about an effectively functioning
organization.

Another form of intentional organization
is a voluntary association which produces a
public good. For example, a group of parents
whose children attend a school forms a PTA
chapter where one did not exist before. This
organization constitutes social capital not
only for the organizers but for the school, the
students, and other parents. Even if the orga-
nization serves only the original purpose for
which itis organized and is not appropriated
for other purposes, as is the case for organi-
zations described in an earlier section, it
serves this purpose, by its very nature, for a
wider range of actors than those who initi-
ated it. Such an organization is, concretely,
of the same sort as those described earlier.
The PTA is the same kind of organization as
the Monotype Club, the residents’ associa-
tion formed to deal with faulty plumbing,
and the church groups of South Korean
Youth. All are voluntary associations. As it
functions, however, the organization creates
two kinds of by-products as social capital.
One is the by-product described in the pre-
ceding section, the appropriability of the or-
ganization for other purposes. A second is
the by-product described here: Because the
organization produces a public good, its cre-
ation by ohesubset of persons makes its ben-

i
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efits available to others as well, whether or
not they participate. For example, the disci-
plinary standards promulgated by an active
PTA change a school in ways that benefit
nonparticipants as well as participants. . . .

Endnotes

1. Itis interesting that, for persons whose inter-
est in money fluctuates wildly over time, this
sort of exchange is possible. In a rural county
in West Virginia, the county clerk would lend
money to the three town drunks when their
need for money was great and then collect
from them, with exorbitant interest, when
they received their welfare checks, when
money was of less interest to them.

2. A classic instance of this is described by Sills
(1957). The March of Dimes was originally
dedicated to the elimination of polio. When
Salk’s vaccine virtually eradicated polio, the
March of Dimes organization did not go out
of existence but directed its efforts toward
other diseases.
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49
The Emergence of
Cooperative Social

Institutions
Michael Hechter

From a rational choice perspective, Michael
Hechter (b. 1943) attempts in this essay to of-
fer an account of the manner in which social
institutions arise. Rejecting what he terms the
“invisible hand" approach, which treats insti-
tutions as the spontaneous outcome of the ac-
tions of self-interested individuals in interac-
tion with others, he opts for a “solidaristic”
approach. Of the two variants of solidaristic
explanation—the imposition of institutions
by powerful rulers versus the voluntary con-
struction of institutions by relatively equal in-
dividuals—Hechter turns to the latter, since it
raises the more interesting theoretical issues.
Not the least of these issues is the matter of the
“free-rider problem,” a major focus of attention
in this selection.

’Ele origin of social institutions is a very old
concern in social theory. Currently it has re-
emerged as one of the most intensely de-
bated issues in social science. Among econo-
mists and rational choice theorists, there is
growing awareness that most, if not all, of
the social outcomes that are of interest to ex-
plain are at least partly a function of institu-
tional constraints. Yet the role of institutions
is negligible both in general equilibrium the-
ory and in most neoclassical economic mod-
els. Among other social scientists, there is a
burgeoning substantive interest in institu-

tions ranging from social movements, to for-
mal organizations, to states, and even inter-
national regimes.

This chapter discusses the two principal
approaches to the problem of institutional
genesis—invisible-hand and solidaristic. It
further argues that the second of these is
likely to afford us with a better means of at-
tacking the problem than the first. Finally,
one particular solidaristic explanation that
holds promise for future research on institu-
tional genesis is introduced.

The Concept of Social Institutions

Although the term institution is bandied
about quite liberally in contemporary social
science, no consensual definition of it has as
yet emerged. The ambiguity of the term gives
authors both the obligation and the license
to adopt their favorite definition. At the most
general level, I will take the existence of a so-
cial institution to be revealed by the appear-
ance of some regularity in collective behavior.
Collective behavior may be said to occur if
different individuals behave similarly when
placed in the same social situation;! regular-
ity, for its part, indicates that this collective
behavior endures over some long but indefi-
nite period of time.

If institutions are revealed by the appear-
ance of collective behavioral regularities,
then one naturally wonders both about their
origins and about the mechanisms responsi-
ble for their persistence. In institutionally
rich environments, new institutions can
arise from old ones through modification or
diffusion processes (White, 1981; DiMaggio
and Powell, 1983). Such solutions to the
problem of institutional genesis are limited,
however, because they are exogenous and
thus beg the question of the prime mover.

What is most challenging to account for
theoretically is just how institutions emerge
out of anarchy, that is, from a state of nature.
How, in other words, do institutions ever
arise from a noninstitutional environment?
Two types of explanations have been ad-
vanced to address this hoary old Hobbesian
problem.

The invisible-hand approach to institu-
tional genesis, advocated to a greater or
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lesser degree by Menger [1883] (1963),
Hayek (1973; 1976), and Nozick (1974),
among others, views the emergence of insti-
tutions as a spontaneous by-product of the
voluntary actions of self-interested individu-
als who share no common ends or values (see
Hayek, 1976:111). In such accounts, existing
social institutions are usually conceived as
Pareto-efficient equilibria; therefore they
are self-sustaining {because no one who is
subject to them has an incentive to change
them), rather than dependent on some third-
party enforcement apparatus (like the state)
whose existence, in turn, requires additional
explanation.

Since invisible-hand arguments can offer
an entirely endogenous explanation for the
emergence of social institutions, they are to
be admired for their parsimony and elegance
(Nozick, 1974:18-22;: Ullmann-Margalit,
1978). Their principal advantage is that they
rely on fewer assumptions than do other
kinds of explanations.

The alternative approach to the problem
of institutional genesis rests on quite differ-
ent premises. Rather than emerging sponta-
neously among self-interested actors each
pursuing their own ends, institutions in this
view are a product of solidarity. Solidarity
can only arise among individuals who share
some common end (Hechter, 1987). To at-
tain this common end, actors must establish
a set of obligations as well as a mechanism
that enforces compliance to these obliga-
tions {Hobbes, [1651] 1968; Durkheim
[1897] 1951; Blau, 1964:253; Hayek, 1976).
From the solidaristic perspective, institu-
tions persist not because they constitute self-
enforcing equilibria, -but because they are
supported by consciously-designed controls.

There are two varieties of solidaristic ex-
planations. On the one hand, institutions
can be imposed upon a-given population by
some conqueror or overlord. Since it is easy
to explain institutional.emergence in the
face of significant power differentials among
individuals, this-solution begs too many
questions to be theoretically. interesting (as
Hobbes well understood). On the other hand,
individuals with roughly equal power can
create institutions voluntarily, in effect bind-
ing themselves to a joint project. This

contractarian process is theoretically inter-
esting precisely because it is such a
problematic outcome.

Which approach is superior, the invisible-
hand or solidaristic one? There is a great
deal of debate in the literature on this ques-
tion. Most of the advocates of invisible-hand
explanations of institutional genesis rest
their arguments on repeated game theory.

Yet, these arguments only suffice for the
establishment and maintenance of conven-
tions (Lewis, 1969)—such as the rule that we
all drive on the right hand side of the road2—
rather than for the establishment of »n-per-
son cooperative institutions. By cooperative
institution, I refer to an institution, princi-
pally serving nonclosely related kin,3 that en-
ables those who are subject to it to reap a sur-
plus by agreeing on a jointly maximizing
strategy that is otherwise unavailable.due to
the absence or inappropriateness of mar-
kets.

There is an essential difference between
conventions and cooperative institutions.
Cooperation is the dominant strategy in con-
ventions because there is no free-rider prob-
lem. Compliance with a convention provides -
its own private reward: for example, drivers
who ignore conventional rules of the road
take their own lives in hand. Hence, conven-
tions indeed can be conceived of as equilib-
ria. In cooperative institutions {which re-
semble Prisoner’s Dilemmas), however,
defection is the dominant strategy. Hence,
these institutions can persist only by pre-
cluding free riders, or by assuring would-be
cooperators that they are not liable to be ex-
ploited by defectors.

Contrary to the rhetoric of Taylor (1976),
Hardin (1982), and Axelrod (1984), repeated
game theory offers ho adequate solution to
the emergence of cooperation among » play-
ers of a Prisoner’s Dilemma supergame
(Hechter, 1990). The inadequacy of repeated
game theory in this respect is due to two sep-
arate problems. In the first place, there are
multiple equilibria in the supergame, some
of which are efficient and some. inefficient
(Aumann, 1985).* Yet under most conditions
it is difficult to determine which of these
multiple equilibria will be realized. In the
second place, unique cooperative solutions
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to the supergame rest on a most unrealistic
assumption—that players are endowed with
perfect monitoring capacity (Bendor and
Mookherjee, 1987). This assumption limits
the application of game-theoretic solutions
to the evolution of cooperative institutions
to the smallest of groups.’

In the wake of these current difficulties
with the invisible-hand approach, it is best to
consider the merits of solidaristic explana-
tions, even though they require much stron-
ger initial conditions. From a solidaristic
point of view, the emergence of cooperative
institutions requires individual agreement
on some common end, acceptance of corpo-
rate obligations, and the establishment of
formal controls to preclude free riding.

Can these admittedly strong initial condi-
tions be explained on the basis of the typical
self-interested behavioral assumptions of ra-
tional choice theory?¢ I believe that the an-
swer to this question is a qualified yes. Using
the relatively weak assumptions that are tra-
ditional in rational choice, it is indeed possi-
ble to explain the emergence of cooperative
institutions on the basis of solidaristic logic.
The remainder of this chapter sketches out
the basic argument, and then suggests that
the argument can be applied to several types
of empirical situations.

A Solidaristic Approach to
the Emergence of
Cooperative Institutions

Briefly, the genesis of cooperative institu-
tions depends on the conjunction of (1) indi-
viduals’ demands to provide themselves with
jointly-produced private (that is, excludable)
goods, as well as on (2) these individuals’ po-
tential control capacity—that is, their oppor-
tunities either to dissuade each other from
free riding, or to assure each other of their
intent to cooperate. Both demand and con-
trol capacity are necessary for the emer-
gence of cooperative institutions; without ei-
ther, this kind of institutional genesis is
doomed.

The demand for cooperative institutions
arises from individuals’ desires to consume
jointly-produced private goods (hereafter

termed joint goods) that cannot be obtained
by following individual strategies. Coopera-
tive institutions are generally formed to take
advantage of positive externalities, such as
increasing returns to scale, risk-sharing, and
cost-sharing. The demand for joint goods is
heightened by contextual events like wars,
invasions, epidemics, and natural disasters,
as well as by endogenous processes like
rapid demographic growth. These events
and processes are commonly experienced by
a number of people, and on this account
stimulate demand for goods that spread
risk—such as the protection afforded by
walls around a settlement, and the insurance
provided the establishment of a mutual ben-
efit society.

But the mere existence of demand for a
joint good is insufficient to guarantee its pro-
duction. One of the firmest conclusions of
rational choice is that whereas the produc-
tion of private goods is hardly problematic,
in general public goods will not be produced
at optimal levels, if they are produced at all.
Whether a joint good is public or private is
largely a function of its excludability from
potential consumers. With respect to pro-
ducers, both the protection afforded by town
walls and the insurance offered by mutual
benefit associations are collective goods, but
with respect to consumers they are private
goods in that these consumers (under cer-
tain conditions) can be readily excluded
from them.

Whether or not a joint good is excludable
is, at least in part, due to the control capacity
of the potential producers of the good. This
control capacity depends upon formal con-
trols that must emerge endogenously. The
establishment of these formal controls may
be seen as a series of solutions to a three-tier
free-rider problem. All three of these free-
rider problems must be solved before a coop-
erative institution can emerge. Since the
first two of these problems are already well-
appreciated in the literature, this chapter fo-
cuses on the third of these.

The First Tier Free-Rider Problem—
Design-Making

In the first place, at least one design or
plan must be devised that promises to yield
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the joint good. Each plan must comprise a
set of production rules that specify what
must get done by whom in- order to provide
an adequate supply of the good.” Yet since
these designs are themselves a collective
good, who will devise them? Although X is
eager to consume -the joint good, X can
spend her time more profitably by attempt-
ing to add to her resource endowment than
by thinking up designs for newfangled insti-
tutions.

The solution to this first-order free-rider
problem is the entrepreneurial one; it lies in
the individuals’ incentive to think up designs
=that—were their design implemented—
would provide them with private benefits
greatly exceeding the cost of design-making.
. For example, ambitious individuals would
gamble by formulating plans whose adop-
tion requires either expertise or resources
that they alone can claim to have.

The Second Tier Free-Rider Problem:
Establishment of an Initial Constitution

One particular design then must be se-
lected by the relevant population. The desire
to consume the joint good motivates individ-

.uals to make such a selection, for if they fail

to do so, too little of the good will be pro-
duced. It is probable that each rational indi-
vidual will prefer a realistic design that
seems to offer the greatest amount of the
good at the least (private) cost. These indi-
vidual preferences must then be aggregated
into a collective design. Under the condi-
tions of the state of nature—that is, in the ab-
sence of any prior institutional framework,
and in the absence of any significant re-
source imbalance among participants—
agreement on a unanimity rule is likeliest
among a relatively small group of rational
egoists, because this kind of rule is most con-
sistent with each mémber’s. private interest
(Buchanan and Tullock, 1962).

The Third Tier Free-Rider Problem:;
Implementation ofthe Design

Even though all institution-builders want
to consume the joint good, each rational
actor will prefer to free ride 'on the:others’
contributions. This preference may not,
however, characterize those contingent co-

operators who would willingly contribute to
the establishment of a cooperative institu-
tion if they were assured that others would
do likewise (this is often known as the assur-
ance problem). If there is no means of deter-
ring free riders, then there will be
suboptimal production of the joint good—ei-
ther because everyone prefers to free ride, or
because the assurance problem cannot be re-
solved to the satisfaction of contingent coop-
erators.?

Whatever its specific causes, suboptimal
production of the joint good leads the group
to unravel. In order to attain optimal pro-
duction, formal controls that assure high
levels of compliance with production (and
distribution) rules by monitoring and sanc-
tioning group members must be adopted.

Yet since these controls are themselves a
collective good, their establishment has
been difficult to explain from ‘choice-theo-
retic premises. One solution (the solution I
have been working on) flows from the visibil-
ity of the production and distribution of the
joint good.

For a joint good to be maximally
excludable, both individual production and
distribution must be highly visible. In the ab-
sence'of visibility, neither free riding (a pro-
duction problem), nor overconsumption (a
distribution problem) can be precluded. Pro-
duction visibility is at a maximum when in-
dividual effort can be well-measured by out-
put assessment. Distribution visibility,
however, is at a maximum when individuals
must draw measurable shares of the joint
good publicly from some central store or re-
pository.

Most (if not all) of the positive externali-
ties of cooperative institutions rest on the
advantages of pooling individual assets so

" that a common central store, or bank, is

thereby established. The individual deposi-
tor expects to draw some net private benefit
from this central store (either interest, or—
most likely in the state of nature—accesstoa
wholly different kind of good than that-de-
posited, such as a share of the meat of a large
gamé animal, or insurance against some
loss)..

Two examples should sufﬁce to illustrate
how control is attained in cooperative insti-
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tutions. In hunting and gathering societies
hunters pool individual inputs of time and
labor in drives to kill large game that yield
meat. Both the production and distribution
of killed meat is highly visible to the other
hunters. Theeffort that each hunter contrib-
utes to the drive is difficult to conceal: indi-
vidual roles in the drive are agreed upon be-
fore it takes place, and whether a given
person is performing his assigned role is rel-
atively visible (although this’is a less accu-
rate way to judge his ¢ontribution than out-
put assessment would provide). As for
distribution, the meat that is produced by
the drive is usually spatially concentrated—

‘and thereby constitutes a central fund—for,

given the technology of hunter-gatherers,
the most efficient way to kill large animals is
to stampede them into shallow arroyos or
pits {Wheat, 1967; Lee, 1979).

In rotating credit associations. (Hechter,
1987:Chap. 6), individuals pool a given
amount of money (which is maximally visi-
ble because it is an archetypical output) for
the right to draw upon the common store of
money to increase their purchasing power.
In this way the monetary contributions of in-
dividual participants generate what is in ef-
fect a credit line, access to which is highly
visible to all other participants.

Once individual assets are pooled in a cen-
tral place, however, another free-rider prob-
lem occurs: how is it possible to stop a depos-
itor from taking more than her fair share, or
from consuming the entire central fund?
This is a question that faces all rational in-
vestors—would you be likely to deposit your
paycheck in a bank that you believe will soon
be robbed? Presumably, only if you had
some assurance that your deposit is secure.
Hence it is rational for individuals to establish
formal controls in cooperative institutions so
as to preserve the integrity of their investment
(which, after all, is a private good). By estab-
lishing these ‘controls, individuals inadver-
tently provide themselves with a collective
good—namely, security of the common
fund.

But who will monitor the depositors; who
will sanction them; and how will the requi-
site sanctioning resources be produced?

All members will take on the burden of
monitoring in the initial cooperative institu-

tion. Since anyone who consumes morethan

their fair share of the common fund appro-
priates some of my own assets, I am moti-
vated to try to get my own (augmented) in-
vestment back. There is no free-rider
problem here. Whereas I can assume that
other members also have an interest in get-
ting their own investment back, I have no as-
surance that they won't take my share, split it
among themselves, and claim that my share -
was never found. There is no guarantee that
anyone else will lock after my interests.
Likewise, all members will sanction the

mnoncompliant depositor; no depositor has

anything to gain by associating with a rule-
breaker whose assets have already been
stripped—and presumably much to lose (if it

is discovered that the deviant has been

helped, the helper herself is then subject'to
sanctioning).? Finally, the ultimate sanction-
ing resource is easily produced, for it lies en-
tirely within the control of the members
themselves—ostracism from the group.!®

By-Products of Extant Cooperative
Institutions: A Fourth Tier in
Institutional Genesis

It is likely that the institutionalized group
may come to produce different goods than
those providing its initial rationale. This is
because the group now' has the immense
comparative advantage that it is already
organized'! and therefore can produce new
joint goods much more efficiently than can -
unorganized individuals.!?

In certain situations, the group may even
come to produce public (nonexcludable)

goods. This can occur if members gain so
‘much from the production of a public good

that they are willing to provide it even to
non-contributors.!? In larger groups, this
can also occur due to agency considerations.
This will happen if the agent is not fully con-
strained by her principals, and if she can in-
crease her own reputation by transforming
some of the assets of the central fund into
public goods.!4

Alltold, this analysis suggests that cooper-
ative institutions indeed can arise from the
interaction of rational egoists in a state of
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nature. In such an environment, however,
cooperative institutions will emerge only in
a contractarian fashion. Without prior coop-
erative institutions, there can be no entre-
preneurial route to new ones. This is why the
earliest institutions tend to be of the “primi-
tive communist” variety.!> In institutionally
rich environments where, for example, indi-
vidual private property rights have been es-
tablished, it is far simpler for these institu-
tions to emerge via an entrepreneurial rather
than a contractarian route on account of de-
cision-making costs, and of the costs of spec-
ifying fully adequate contracts (Williamson,
1975; North, 1981).

This discussion of the emergence of coop-
erative institutions has two principal impli-
cations. If institutions emerge as a result of
the demand for joint private goods, then
shifts in a variety of environmental and demo-
graphic conditions will heighten demand for
certain kinds of joint goods and favor the
emergence of institutions supplving these
goods.

Thus, the members of foraging societies
tend to form local groups in the dry season—
when the scarcity of water increases the ben-
efits of cooperation among different nuclear
families—but these groups disband when
there is sufficient water to meet the subsis-
tence needs of individual families (Johnson
and Earle, 1987). Likewise, as markets pene-
trate into economically isolated territories
this leads to the establishment of insurance
institutions (Hechter, 1987). Finally, the rise
of insecurity (due to the threat of invasion,
piracy, and so forth) promotes the establish-
ment of protective associations. Other kinds
of shifts will diminish the demand for such
institutions. Hence the growth of insurance
markets in the late nineteenth century is as-
sociated with-the decline.of fratéernal insur-
ance institutions. If some public good-pro-
viding organization in a territory did not go
through the first stage (that is, if it did not
grow from the roots of some private good-
producing institution), such evidence would
contradict the thrust of this analysis.

Yet demand alone is. insufficient to pro-
duce cooperative institutions: both .iv’ their
roles as producers and consumers; individu-
als must be highly visible to one another in

order to reduce the severity of the free-rider
and assurance problems.

In the state of nature, bulky goods that
must be cooperatively-acqiiired are likely to
promote both kinds of visibility. This is con-
sistent with the finding that meat (at least
some of which is often cooperatively ac-
quired) is more widely shared among
hunter-gatherers than other types of food
(Kaplan and Hill, 1985). Irrigation systems
provide a graphic example of a cooperative
institution that develops to provide access to
a bulky joint good. Wittfogel (1957:18), for
example, notes that water is a distinctive re-
source in that it has a tendency to gather in
bulk.'¢ Further research into the visibility of
the production of different kinds of joint
goods, and of the potential centricity of these.
goods, doubtless will provide a richer body
of empirical implications for the genesis of
cooperative institutions.

It should be emphasized that the analysis
in this chapter is quite different from
Mancur Olson’s (1965) well-known explana-
tion of the development of collective goods-
seeking organizations like trade unions and
farm organizations. Insofar as these groups
sought to raise the wages of whole classes of
workers, they aimed to produce a collective
good. Given this, the optimal strategy for any
given worker is to free ride and cash in on the
(presumably successful) efforts of union or-
ganizers and their credulous followers. How,
then, did these groups emerge? Olson’s ex-
planation is that the early trade unions (in
the days before the passage of closed-shop
legislation) could lure members only if they
provided them with desirable selective in-
centives, including insurance. In Olson's ac-
count, therefore, insurance is considered to
be the by-product of trade unions.

The problem with Olson’s explanation is
that, like formal controls, selective incen-
tives are themselves a collective good. This
means that they, too, have to be produced by
rational egoists. How is it that a group aim-
ing to provide a public good can attract any
rational members at all, let alone manage to
produce selective incentives? As the previ-
ous analysis shows, the rise of groups pro-
viding immanent joint.goods entails no such
liability. Since they are formed for the provi-
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sion of private goods, there is no initial free-
rider problem. To obtain their goods, mem-
bers are led to adopt formal controls that
make possible production of the goods. Once
the goods have been produced, they can be
used in a variety of ways. For example, there
is no inherent reason why the members of an
insurance group cannot convert their com-
mon assets into a strike fund and reconsti-
tute themselves as a trade union. . . .

Endnotes

1. Consider an elevator having male and female
passengers. If male passengers are observed
to allow the females to exit first, this is a col-
lective behavioral regularity. Whether this be-
havioral regularity is due to the presence of a
norm or to explicit rules is beside the point.

2. For the purposes of this chapter, language it-
self may be considered to be a convention.

3. This restriction is due to the fact that the rise
of institutions among close relations can be
explained easily by evolutionary arguments
based on genetic relatedness. Such reasoning
is, however, generally insufficient to account
for institutions whose scope surpasses the
members of a nuclear family.

4. The problem of multiple equilibria is double-
barrelled. On the one hand, cooperation may
not emerge because some of these equilibria
are inefficient. On the other hand, coopera-
tion may not emerge even if the various equi-
libria are all efficient, since they are unlikely
to be equally preferred by all the players or
the game. This situation then leads to a
noncooperative bargaining problem.

5. In the absence of perfect monitoring capacity,
a player can never be certain of the moves
that other players have taken in past plays of
the game. Thus, she cannot infer that cooper-
ation is ever rational.

6. This question is critical, for if we suspend self-
interested behavioral assumptions—and al-
low individuals to have internalized values or
some small but positive amount of altruism—
then there is an all too easy way to overcome
the assurance problem, and thereby to ac-
count for the emergence of cooperative insti-
tutions. This strategy is akin to invoking a
deus ex machina, but there can be no theoreti-
cal justification for so doing.

7. Lignore the obvious complication that the ini-
tial production functions for the joint good
will be estimates, and that disagreements

may well result about the accuracy of these
estimates.

8. There is a growing experimental literature on

the use of provision points and money-back
guarantees as means of resolving the assur-
ance problem. Whereas there is evidence that
some of these arrangemenis do, in fact, result
in the production of greater public goods,
each of them is imposed exogenously in the
experiments. Hence these solutions to the
free-rider and assurance problems are incon-
sistent with the premises of this analysis.

9. In more complex situations where there are

alternative benefit-providing institutions, de-
viant actors often gain a negative reputation
that makes them unsuitable for admission to
any such institution. After other participants
get their investment back, what is their incen-
tive to ruin the deviant’s reputation? Why
should rational egoists be concerned about
the fortunes of the participants in other insti-
tutions? This kind of problem is endemic in
academic hiring situations, where the mem-
bers of sending departments often provide
misleading information to receiving depart-
ments in hopes of getting rid of a troublesome
colleague ora sub-par student. The only force
that can counter this free-rider problem is the
damage that such deceit might bring to the
information provider in further repeat deal-
ings. Hence, the less frequent the contact be-
tween the members of two academic depart-
ments, the less reliable the information
supplied about potential colleagues and stu-
dents, ceferis paribus. The multiplexity of ties
between groups increases the probability of
this intergroup sanctioning.

10. It should be noted that this solution to the

emergence of cooperative institutions is
practicable only in relatively small groups. In
essence, the creation of a central store of re-
sources commits participants to involvement
in a repeated game. As such, many of the
mechanisms that produce cooperation in the
literature on repeated games (Taylor, 1976;
Axelrod, 1984) are employed here to the same
effect. The reader may wonder wherein this
approach differs from the invisible-hand ap-
proach. Whereas repeated game theorists
take the existence of the supergame (and
sometimes the existence of a specific dis-
count rate) as a given, this analysis explains
how it is that rational egoists voluntarily
commit themselves to social situations in-
volving repeated exchange.
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11. The connection between pre-existing organi-
zations founded to produce joint private
goods and public good-providing organiza-
tions often has been stressed in the literature
on social movements (Oberschall, 1973;
McAdam ez al., 1988). Thus in her analysis of
the emergence of the contemporary women'’s
movement, Evans (1980) locates its roots in
informal networks of women who had come
to know one another in the context of prior
civil rights and New Left political organiza-
tions. Black churches (which offered insur-
ance benefits) played an important crystallizing
role in the development of the civil rights move-
ment {Oberschall, 1973:126-27; McAdam,
1982; Morris, 1984). Fraternal-service groups
played a similar role in the emergence of local
anti-pornography movements (Curtis and
Zurcher, 1973:56); and mosques played this
kind of role in the early days of the Tranian
Revolution (Snow and Marshall, 1984),

12. Naturally, this kind of an argument has its
limits, otherwise all production would be
concentrated in just one institution. For an
interesting discussion of the limits of integra-
tion in firms, see Hart (1987).

13. Thus, to satisfy his desire to watch movies in
the middle of the night, Howard Hughes
bought a local Las Vegas station (Hardin,
1982).

14. For example, the agents of some American
ethnically-based fraternal societies had polit-
ical aspirations in their communities, and by
judiciously investing these funds they could
further these political aspirations (Stolarik,
1980). Likewise, the managers of large Min-
neapolis corporations are motivated to pro-
vide charitable donations in the community
by the access to high prestige social circles
that these donations uniquely provide
(Galaskiewicz, 1985). The provision of public
goods also can be a by-product of relatively
homogeneous groups. In such groups, access
to the joint good may be limited only to those
members who contribute to specific public
goods that are unrelated to the group's initial
rationale. Thus some Pittsburgh fraternal as-
sociations expelled members who had com-
mitted crimes or treason, or who hired out as
strikebreakers (Galey, 1977). This then ex-
plains how the self-interest of rational egoists
can lead them to produce collective (and
sometimes even public) goods.

15. In contrast, the Marxian explanation for
primitive communism rests on questionable

arguments about the absence of a surplus be-
yond that necessary for subsistence.

16. Clearly, the demand for a predictable water
supply is insufficient to account for actual ir-
rigation works, for many peoples who would
have gained from it did not adopt such prac-
tices. Whether the adopters of irrigation had
a visibility advantage over nonadoptors re-
mains to be explored in further research.
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50
Formulation of

Exchange Theory

Peter Blau

Peter Blau (1918-2002), who was born in Vi-
enna and emigrated to the United States dur-
ing the Nazi era, was a key exponent of ex-
change theory for over three decades. During
this time he has attempted to go beyond the
general propositional stage articulated by
George Homans in order to focus on social
structure. In this excerpt from Structural Con-
texts of Opportunities (1994}, Blau builds on
micro-level exchange theory while articulating
an appreciation of both the difference between
economic and social exchange and the factors
that make the macro level different from the
micro level. One of the issues he addresses is
the paradoxical fact that social exchange both
facilitates social bonding and gives rise to sta-
tus differentiation.

A fundamental difference between social
life in small isolated communities and that
in large complex societies is the declining
significance of the groups into which one is
born and the growing significance of recip-
rocated choices for human relations. To be
sure, the significance of ascribed positions
has by no means disappeared in contempo-
rary complex societies. Most people’s closest
relations are with their parents and children.
Other ascribed positions continue to exert a
major influence on social relations, notably
one’s kin and the ethnic group and social
class into which one is born. Yet, even for
quite close relatives, except one’s immediate
family, the extent of social interaction and
the intimacy of the relation are not ascribed
but depend on reciprocal choices. Larger as-

334

cribed affiliations, like ethnic and class
background, affect the likelihood of choice
but do not predetermine who selects whom
as close associate, which depends on recip-
rocated choices.

Thus, ascribed as well as achieved posi-
tions govern probabilities of association,
which are generally higher for ascribed than
achieved affiliations, but they do not deter-
mine specific associates (with the exception
of parents and children), let alone the extent
of social interaction and the closeness of the
relation. Their probabilistic influences on
ingroup associations are similar to those of a
community’s population structure. The popu-
lation distributions in a community also in-
fluence only the probabilities of ingroup and
intergroup relations of various kinds, but the
specific dyads within which these probabili-
ties find expression depend on mutual
choices.

Dependence on reciprocated choice im-
plies that, if I want to associate with some-
one, I cannot realize my goal unless I make
him interested in associating with me. For
our social relation to petsist once it has been
established, both of us have to sustain an in-
terest in its continuation. To determine what
brings these conditions about is the objec-
tive of exchange theory, which analyzes the
processes that establish reciprocity in social
relations and sustain it, and which thereby
dissects the dynamics of social interaction.

Structural conditions impose limits on
the exchange relations that can develop. The
population structure of an entire society or
large community, however, is far removed
from the daily social life of individuals and
hence does not affect it directly but indi-
rectly. Multilevel structural analysis traces
these indirect limiting influences. It dis-
closes how macro-structural conditions are
transmitted to successive levels and which
ones reach the lowest level on which direct
social interaction and exchange occur. It
may indicate, for example, that society's ra-
cial heterogeneity penetrates into small sub-
structures or that it is reflected in segrega-
tion of different races in different suburbs
and neighborhoods with much homogeneity
within them. The former situation would
make intergroup relations more likely than



the latter, but neither would determine
which specific social relations occur.

Many, if not most, human gratifications
are obtained in relations with other human
beings. Intellectual stimulation and relaxing
conversation, sexual pleasures and the en-
chantment of love, .academic recognition
and a happy family life, satisfying the lust for
power and the need for acceptance—all of
these are contingent on eliciting responses
from others. Exchange theory analyzes the
mutual gratifications persons provide one
another that sustain social relations.

*okok

The basic assumption of the theory of so-
cial exchange is that persons establish social
associations because they expect them to be
rewarding and that they continue social in-

teraction and expand it because they experi-

ence it to be rewarding. This assumption
that two parties associate with one-another
'not owing to normative requirements but be-
cause they both expect rewards from doing
so implies that the exchange of rewards is a
starting mechanism of social relations that
is not.contingent on norms prescribing obli-
gations. If a person is attracted to others be-
cause she expects associating with them to
be réwarding, she will want to-associate with
them to obtain the expected rewards. For
them to associate with her, they must be in-
terested in doing so, which depends, accord-
ing to the initial assumption, on their expect-
ing such association to be rewarding to
them. Consequently, for the first person to
realize the rewards expected from the associ-
ation with others, she must impress them as
a desirable associate with whom interaction
will'be rewarding.

Individuals are often hesitant to take the
first step for fear of rejection. A widely used
early strategy is for people to impress others
in whom they are interésted with their out-
standing qualities—their wit, charm, intelli-
gence, knowledge of the arts—which impli¢-
itly promises that associating with them
would be a rewarding experience. If the early
steps are successful, they tend to become
self-fulfilling prophecies. As each perscn
puts his best foot forward, associating with

A Y

Chapter 50 4 Formulation of Exchange Theory 335

him turns:out to be an enjoyable experience.
In due course, people start doing favors for
one another. In a work situation, the more
experienced may give their colleagues advice
or help with a difficult job. Neighbors may
lend one another tools: People who met so-
cially may issue invitations to dinner or a
party.

Most people enjoy doing favors for others,
usually without any thought of return, at
least initially. Nevertheless; a person who
benefits from an association is under an ob-
ligation to reciprocate. If the benefits are re-
current—whether involving merely the en-
joyment of the other’s company or getting

frequently needed advice about one’s work.

from a colleague—the self-imposed obliga-
tion to reciprocate is sustained by the inter-
est in continuing to obtain the benefits. It'is
further reinforced by the fear of not seeming
ungrateful. Even when there is no initial
thought of return, failure to reciprocate
when the occasion arises invites such an ac-
cusation, which will be experienced though
it remains unspoken.

Imagine a neighbor lends you her lawn
mower in the summer, but when she asks
you next winter to borrow your snow blower
you refuse. The neighbor and others who
learn of your refusal undoubtedly will con-
sider you ungrateful, and whether they door
not, you yourself will feel ungrateful and
surely will be hesitant to ask to borrow her

lawn mower again. The feelings and possible

accusations.of ingratitude indicate that fa-
vors [reely given are not entirely free but cre-
ate obligations in one’s own mind to recipro-
cate as well as possible social pressures to
discharge the obligations.

A fundamental distinction between soc1al
and economic exchange is that social ex-
change engenders diffuse obligations,

whereas those in economic exchange are

specified in an implicit or explicit contract.
For economic transactions that are not im-
mediately completed, like: purchases in
stores, the terms of the exchange are agreed
upon in advance by both parties, and major
agreements are formalized ina contract that
specifies the precise nature of the obliga-
tions of both parties and when any out-
standing debts are due. The favors in social

K
‘
;
4

A

)

ey ek -1




336 Part Two: The Branches—Contemporary Social Theory ¢ X1 Excbangr Theory and Rational Choice Theory

exchange, by contrast, create diffuse obliga-
tions, to be discharged at some unspecified
future date. If a couple give a dinner party,
for instance, they have no agreement on
when and wheére or even whether the guests
will invite them back, though their relations
may be weakened if they do not, or if they do
s0 too late or too soon. The diffuseness of the
obligations implies that large-scale social ex-
change is not likely to occur unless firm so-
cial bonds rooted in trust have been estab-
lished.

In the absence of legal obligations to make
a return for benefits received, the initial
problem -of new acquaintances is to prove
themselves trustworthy in social exchange.
This typically occurs as exchange relations
evolve in a slow process, starting with minor
transactions entailing little risk and requir-
ing little trust. The mutual discharge of obli-
gations and reciprocation profit both parties
and prove them increasingly trustworthy as
favors are regularly reciprocated. The grow-
ing mutual advantages gained from the asso-
ciation fortify their social bond. This may

“appear to_be merely a by-product of social
exchange, but it is, in fact, its most impor-
“ tant product.

Implicit in discussions of social exchange
is an element of rationality, if not calcula-
tion, which may give the impression that so-
cial exchange theory is simply a version of
rational choice theory. However, this impres-
sion is misleading. To be sure, social ex-

_change does imply some rational pursuit of
rewards, but the prime benefit sought, once
the friendship bond of mutual support and
trust is clearly established, is the rewarding
experience derived from the association it-
self. Any material benefits exchanged are in-
cidental and of significance largely as tokens
of the friendship.

A0k K

I conceptualize processes of social associ-
ation as occurring in the relation between
two persons. Accordingly, the exchange the-
ory just presented ‘analyzes exchange. pro-
cesses in dyads: . . .-Ekeh-(1974) has:criti-
cized my-and . Homanss (1961) exchange
theory as individualistic, ignoring the differ-

ence between my concern with social
structure and Homans’s psychological
reductionism. His criticism centers on the
analysis of dyadic exchange. He contrasts
the concept of restricted or two-party ex-
change unfavorably with Lévi-Strauss's
(1949) generalized or multiparty exchange.
Ekeh (1974: 62-65) considers the latter
{multiparty) exchange more Durkheimian,
owing to its concern with structural integra-
tion, whereas he dismisses dyadic exchange
as individualistic and thus lacking a struc-
tural focus.

There is good reason that I, as a structural
sociologist, prefer restricted dyadic to gener-
alized multiparty exchange. Generalized ex-
change refers to the prevailing practice that
all members of a tribe or group freely pro-
vide benefits to other members without
looking for any return from the person to
whom the contribution is made. Since doing
favors for others is socially expected, it is in
effect a group norm. Conformity with this
norm is the reason that all group members
receive favors in the long run and solidarity
is strengthened. My criticism of generalized
exchange is that it is simply another name
for conformity to group norms and conse-
quently commits the tautological fallacy of
explaining social conduct in terms of social
norms demanding this conduct.! General-
ized exchange thereby dispenses with the
crucial insight of exchange theory that inter-
personal relations are not contingent on so-
cial norms, because gradually expanding
reciprocity supplies a mechanism for estab-
lishing and maintaining them and engender-
ing trust to boot.

That my analysis of social exchange is
confined to exchange processes that occur in
dyads does-not mean that the social context
in which these processes occur can be ig-
nored, since it does influence them. Actually,

exchange processes- are affected by several

contexts of widening social circles. The most
immediate social context is-the groups to
which the dyads belong, which exert two dis-
tinct influences on dyadic exchange..

First, a group’s network structure defines
the alternative opportunities for exchange
relations various persons have and thereby
affects the outcomes of persons in different



network positions. (Exchange processes, in
turn, may alter the network structure.) Ex-
periments performed by Cook and her col-
leagues indicate that networks that provide
alternative exchange partners to one person
but not to others increase the bargaining
power of this person in dyadic exchanges
(see, for example, Cook, Gillmore, and
Tamagishi 1983).

A second influence of the immediate so-
cial context is that it discourages failure to
réciprocate for benefits received by social
disapproval of such ingratitude. I realize
that my reference to social disapproval,
which implies social pressure, sounds as if I
attributed exchange to group norms, for
which I criticized the principle of general-
ized exchange. There is a major difference,
however. If the practice of making a contri-
bution freely to any group member without
expecting a return from that member is ex-
plained by the cultural norm to do so, the
explicans cannot explain the explicandum,
because. the two are redundant. But ex-
change is explained not by social pressures
but by the returns it brings, including pleas-
ant company or friendship as well as possi-
bly tangible benefits. Social exchange, how-
ever, cannot prevail if trust, once
established, is violated, and social disap-
proval discourages its violation. Social pres-
sures do not'explain—account for—recipro-
cal exchange, -but they help to sustain it.

The influence of the wider social circles—
the population structure of a neighborhood,
community, or entire: society—depends on
the extent to which the population distribu-
tions of the encompassing social structure
penetrate into the substructures of face-to-
face groups. Many of the differences in soci-
ety's- population structure are the result of
differences among rather than within sub-
structures on successive levels. As a result,
face-to-face groups are less differentiated
than their encompassing social structures.
Multilevel structural analysis discloses how
much differentiation in various dimensions
penetrates into the substructures of inter-
personal relations. Greater homophily in
segregated substructures promotes ingroup
relations, but despite much segregation,
some differentiation penetrates to the lowest
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level of interpersonal relations. Conse: ’
quently, although ingroup relations prevail
in daily social intercourse, intergroup rela- - -

tions also regularly occur.

The common occurrence of intergroup re- -

lations is revealed in a study by Marsden
(1990) that applies my theoretical scheme to
the egocentric face-to-face networks of a
sample of the American population. He ini-
tially distinguishes a demand-side view of
networks in terms of preferences for various
kinds of associates from a supply-side view,
like my theory’s, in terms of opportunities
for associating with diverse others. On the
basis of previous research on the composi-
tion of families and work places, we know
that families are more diverse in age and sex
but less diverse in ethnic and religious affili-
ation than associates at work. Accordingly,
Marsden hypothesizes more intergroup rela-
tions in respect to age and sex and fewer in-
tergroup relations in respect to ethnic and
religious affiliation between relatives than
between fellow workers. The results support
these hypotheses, which stipulate inter-
group as well as ingroup relations even be-
tween close associates. Marsden concludes
that my macro-structural opportunity the-
ory is applicable to the study of the relations
in microstructures, contrary to what I'myself
had stated.

Iam pleased that the theory can be used in
the investigation of face-to-face networks,
which 1 had questioned. One-should note
however, that confining network analysis to
the supply-side approach would fail to take
full advantage of the possibilities for analy-
sis the small .scope of these networks pro-

vides. In the study of large populations, anal-

ysis and research cannot proceed without
ignoring the complexities of social life by
having to aggregate specific observations
into gross concepts and measures, like heter-
ogeneity; intersection, or intergroup relations.
The subtle processes that govern face-to-face
relations are admittedly (but inevitably) ob-
scured by such aggregations. The study of in-
terpersonal relations and small networks can
directly analyze these processes and thereby
contribute to our understanding of them.
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Imbalance in Exch_ange :

A paradox of social exchange is that it
gives rise to both social bonds between peers
and differentiation of status. This was the
case for the ceremonial exchange of gifts in
‘nonliterate societies, and it is the case for ex-
change processes in advanced industrial so-
cieties. To start by exemplifying the former,
the Kula ceremonial gift exchange of the
Trobriand Islanders, as discussed by
Malinowski (1961: 92), “provides every man
within its ring with a few friends near at
hand, and with some friendly allies in far
away, dangerous, foreign districts.,” A few
pages later he states that “among the natives
of the Kula . . . wealth is the indispensable
appanage of social rank” (p. 97). Probably
the extreme case of the significance of social
exchange for differentiation of status is the
famous potlatch of the Kwakiutl, a feast of
reckless spending in'which “status in associ-
ations and clans, and rank of every kind, are
determined by the war of property” (Mauss
1954: 35).

A contemporary case of status differentia-
tion resulting from social exchange was ob-
served in the office of a federal government

agency responsible for the enforcement of

certain laws. The. duties of the agents in-
volved investigating private firms by audit-
ing their books and conducting interviews,
determining any legal violations and the ac-
tion to be taken, and negotiating a settle-
ment with the employer or a top manager.
The work was quite ‘complex, and agents
often encountered problems. When they did,
they were expected to consult their supervi-
sor, but they tended to be reluctant to do so
for fear of adversely affecting their annual
rating by their supervisor. Instead, they usu-
ally consulted colleagues. Whereas officially
prohibited, this practice was widespread
and evidently tolerated. Although agents
worked on different cases, one could observe

all day long pairs or small clusters of persons ~

in deep discussions, most of ‘which dealt
with problems of.their cases. Lunchipériods
were filled with such:discussions.’

The observation of: these consultations
originally gave me the idea of social ex-

change. To cite the central passage (Blau
1955: 108):2 :

A consultation can be considered.an ex-
change of values; both participants gain
something and both have to pay a price.
The questioning agent is enabled to per-
form better than he could otherwise have
doné, without exposing his difficulties to
the supervisor. By asking for advice, he
implicitly pays his respect to the superior
proficiency -of his colleague. This ac-
knowledgment of inferiority is thé cost of
receiving assistance. The consultant
gains prestige, in return for which he is
willing to devote some time to the consul-
tation and permit it to disrupt his own
work. The following remark illustrates
this: T like giving advice. It’s flattering, I
suppose, if you feel that the others come
to you for advice.’

The principle of marginal utility applies to
these exchanges. Although most agents liked
being consulted, for those frequently asked
for advice the gain in informal status of an
additional consultation diminished and the
cost in repeated interruptions of one’s own
work increased. As the most popular consul-
tant said to me when asked about being con-
sulted, “I never object, although sometimes
it's annoying.” The principle also applies to
agents who frequently need advice; but in re-
verse, of course.

Repeated admissions of needing advice
undermine one’s self-confidence and stand-
ing in the group, particularly if an oft-inter-
rupted consultant expresses some impa-
tience or annoyance. To forestall such
experiences, most agents establish partner-
ships of mutual consultation, reserving con-
sulting the most expert colleagues for their
most difficult problems. Since agents often
have tentative solutions for their problems
and need not so much an answer as assur-
ance that theirsis correct, a colleague whose
expertise is not superior to one’s own can
provide such support.

The most expert agents face a different di-
lemma: asking for advice or even for confir-
mation of their tentative solutions may well
endanger their superior standing as experts.
Making official decisions in a difficult case

on one’s own can easily raise doubts and



questions in a person’s mind, even an ex-
pert’s. One way to cope with this situation is
to stop going over it again and again in one’s
head and instead telling some colleagues
about the interesting problems that have
arisen in a given case and discussing how
they might be solved, possibly over lunch if
not in the office.

Such “thinking out loud” may well stimu-
late new associations and ideas one would
not have come up with on one’s own, particu-
larly as the listeners are also experienced
agents, who might raise objections if one is
on the wrong track, and whose assent im-
plicit in attentive listening and interested
questions conveys approval. In contrast to
asking for advice, telling colleagues about
interesting problems in a case and how they
might be solved enhances the respect of one’s
colleagues, though it is, in effect, a subtle
form of asking colleagues to corroborate
one’s own provisional decisions.

K

To put the underlying principles of
imbalanced and balanced exchange into
general terms, rendering important services
or providing valued benefactions is a claim
to superior status. Reciprocation denies this
claim, and excessive returns make a counter-
claim, which can lead to a potlatch-like war
of seeking to outdo one another to stay
ahead. Failure to reciprocate by discharging
one’s obligations validates the claim and ac-
knowledges the other’s superiority in return
for the benefits received and in the hope of
continuing to receive them. Thus, the con-
tingency that determines whether social ex-
changes lead to friendships between peers or
superordination and subordination is
whether benefits received are reciprocated
or not. This, in turn, depends on whether one
of the two parties has superior resources of
the kind that are in contention (which was
professional competence in the case of
agents).?

In a seminal article, Emerson (1962) spec-
ified conditions in which balance in social
exchange can be restored. 1 have slightly
modified his scheme to conceptualize it as
four alternatives to becoming dependent on
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a person’s influence who has some services
to offer that others need or want. First, they
can give him something he needs or wants
enough to reciprocate by satisfying their
wishes, provided that they have resources
that meet his needs. Second, they can obtain
the needed benefits elsewhere, assuming
that they have access to alternative sources
of these benefits. These two possibilities, if
recurring, result in reciprocal exchange rela-
tions between peers. Third, they can coerce
him to give them what they want. This in-
volves domination by force and is outside the
purview of exchange. Fourth, they can resign
themselves to do without what they thought
they needed, which is Diogenes’ solution for
remaining independent.

If none of these four alternatives is avail-
able, the others become dependent on the
supplier of the needed services and must
defer to her to reciprocate for the benefits re-
ceived lest she lose interest in continuing to
provide them. Deference implies not only
paying respect to another’s superior ability,
implicitin asking her help, but also deferring
to her wishes in everyday intercourse. Thus,
the social interaction among colleagues or in
other groups that involves imbalances in so-
cial exchange gives rise to differentiation in
the power to influence as well as in prestige,
which is reflected in a stratified structure of
informal status.

The illustration of instrumental assis-
tance in a work group may have left the mis-
leading impression that most social ex-
change involves instrumental benefits.
Much of the social interaction, even among
co-workers and still more outside a work sit-
uation, is social intercourse engaged in for
its own sake. Hechter (1987: 33) states that
people often join groups to pursue joint
goods or common objectives, and he stresses
that their joint achievement and, particu-
larly, the intrinsic gratifications obtained
from social associations among fellow mem-
bers are the sources of group solidarity.*

Workers who organize in order to bargain
collectively with their employer for higher
wages exemplify joint efforts to achieve a
common objective. It is in the interest of the
group as a whole if workers who devote more
energy to and prove more adept in this en-
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deavor are allowed to take the leading role in
their organizing effort. Thus, superior status
based on past services prompts other work-
ers to acknowledge and submit to the leader-
ship of the one who seems to be most effec-
tive in making contributions to organizing
the nascent union. Informal leadership is le-
gitimated by the social approval of the rest of
the group, and this approval is the return for
past services and for the future contribu-
tions the leader is expected to make to the
welfare of the group by helping to organize
them.?

This fictitious description may well be
idealized, but it is not completely inaccurate
for the initial stage of workers getting to-
gether on their own to organize themselves
for joint bargaining. To be sure, it is not ap-
plicable to formal positions of leadership,
particularly not to the impersonal power
their incumbents exercise. Thus, the de-
scription is not intended to depict the leader-
ship of large national unions; indeed, it is de-
signed as a contrast to them. Once a union
has become a large, formal organization and
its leaders have become persons of great
power, a handful of workers with a grievance
cannot on their own decide upon a course of
action if the powerful leader is opposed. All
they can do is organize a wildcat strike infor-
mally, as workers originally did, but now
against both the union leadership and man-
agement. The point of this illustration is that
the interpersonal power that develops in
face-to-face relations is fundamentally dif-
ferent from the impersonal power to domi-
nate large numbers, even in the rare cases
when the latter emerged from the former.®

Endnotes

1. Cultural theories that explain social patterns
in terms of norms and values are prone to
commit this tautology. It is the same fallacy as
that of psychological explanations of behav-
jor in terms of instincts to engage in such be-
havior.

2. Asindicated by the publication date, this was
written long before the women'’s movement
called attention to the implicit bias involved
in referring to some unspecified person al-
ways by the masculine pronoun instead of us-
ing either he/she or even sthe (which I find de-

plorable) or alternating between feminine
and masculine pronouns, as I have done in
this book.

3. This analysis applies to processes of differen-
tiation in informal status among persons
whose formal status is essentially the same.

4. The achievement of joint goods raises the
well-known free-rider problem (that persons
may benefit from public goods without con-
tributing to their production), which Hechter
considers to have solved by distinguishing
partly excludable goods from public goods.
The former are not available to the entire
public but only to group members. His major
illustration is that one cannot enjoy the socia-
bility in a group without having become a
member and thus a contributor to that socia-
bility. But this solution does not work for in-
strumental objectives, as indicated by the
case next discussed in the text.

5. Workers who fail to contribute to the organiz-
ing efforts of the new union would also bene-
fit from its success, which illustrates the criti-
cism I made in the last sentence of the
preceding footnote that Hechter’s (1987) con-
cept of partial excludability does not solve the
freeloader problem for joint instrumental ob-
jectives.

6. I am particularly critical of the inference
made by conservative social scientists that
the elite’s domination of society’s economy
and government is earned as a return for the
great contributions they have made to socie-
ty. It is the counterpart of the assumption that
oligopolistic corporations achieved their po-
sition in free competition.
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